
Remerciements
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Introduction

The memory consists of two main parts and an annexe. The first part essentially concerns the algebraic study
of nonassociative and n-ary algebras: structure, identities, operads, cohomology. The second part is devoted
to the study of some geometrical structures on Lie algebras corresponding to left invariant structures on a
Lie group. We are interested in complex structures (existence of complex structures on a real Lie group),
affine structures (existence of flat and torsion-free connections on a Lie group) and scalar products invariant
under a finite abelian group of automorphisms (classification of pseudo-riemannian Γ-symmetric spaces).

The purpose of the annexe is to establish and solve the Gerstenhaber equations of deformations for a
binary multiplication of algebras when the ring of coefficients of the deformations is a local ring of valuation.
This case contains the classical deformations of Gerstenhaber.

Part I.

In Chapter 1 we classify nonassociative identities which can be satisfied by the associator of a multiplication
of an algebra (binary algebra). Such an identity can be interpreted through an action of the group algebra
K[Σ3] on the symmetric group Σ3. At first we show that

1) Any submodule of the Σ3-module K[Σ3] is of rank 1. We describe each submodule and give a generating
vector for it.

2) Any submodule is a linear K-subspace of K[Σ3] of dimension at most 6. We give the classification of
these linear subspaces and so we classify the generators of the submodules according to the dimension of
their corresponding linear subspaces in the real case.

3) Each generator corresponds to an identity on the associator of a product of algebra. Two identities are
equivalent if they correspond to the action of two vectors of K[Σ3] generating the same submodule.

Then we obtain a classification of nonassociative identities including the most classical one i.e. correspond-
ing to Lie-admissible, pre-Lie, Vinberg, associative, third power associative, alternating, flexible algebras, etc.
We study separately the Lie-admissible and third power associative cases. More regular classes of identities
are defined considering the subgroups Gi of Σ3. Each of these subgroups determines two linear subspaces of
K[Gi] invariant under Gi and 1-dimensional. The generators of these spaces generate submodule of K[Σ3]
of rank 1. The corresponding nonassociative relations, called Gi-associativity relations, are described. We
finally extend this study to the half associators (xy)z and x(yz).

Chapter 2 is devoted to the study of Poisson algebras from a nonassociative point of view. We define a
polarization-depolarization process to represent an algebra either with one operation without any specific
symmetry or with one commutative and one anticommutative operations. We illustrate how this change
of perspectives leads to some new results on two main examples: we apply the depolarization to a Poisson
algebra in order to study it as a nonassociative algebra and we use the polarization in Chapter 4 to show
that the operad for Lie-admissible algebras is Koszul. Speaking about Poisson algebras we prove that

1) There is a biunivoque correspondance between Poisson algebras and nonassociative algebras called
Poisson-admissible algebras whose associator A satisfies

3A(X,Y, Z) = (X · Z) · Y + (Y · Z) ·X − (Y ·X) · Z − (Z ·X) · Y.

Thus a Poisson algebra is defined either by the classical Lie and associative products satisfying Leibniz rule
or by the nonassociative product. Considering a Poisson algebra as a nonassociative algebra we show that
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2) Considering a Poisson algebra as a nonassociative algebra we show that a Poisson algebra is flexible and
it admits a Pierce decomposition. We deduce the classifications of 2 and 3-dimensional Poisson algebras. To
obtain them, we use the classifications of 2 and 3-dimensional commutative associative algebras obtained in
Chapter 10.

3) The study of deformations of Poisson-admissible algebras (i.e. Poisson algebras considered as nonasso-
ciative algebras) leads to another cohomology that the Lichnerowicz cohomology. In fact, this cohomology
corresponds to deformations of a (classical) Poisson algebra with an unchanged associative product. Consid-
ering the algebra as a nonassociative algebra, we deform simultaneously the associative product and the Lie
bracket (called Poisson bracket) while Leibniz’s rule is preserved. So we describe a cohomology associated to
the nonassociative identity. We compare the components of degree 2 (i.e. H2)of this cohomology with ones
of Lichnerowicz’s cohomology (parametrizing only the deformations of the Poisson bracket) and Hochschild’s
cohomology (parametrizing the deformations of the associative product).

Chapter 3 extends the notion of coassociative coalgebra to the Gi-associative algebras. We prove that the
basic properties linking associative algebras and coassociative coalgebras are similar. We define, for example,
the Lie-admissible coalgebras, the Lie-admissible bialgebras and show that the dual of a Lie-admissible
coalgebra is provided with a structure of Lie-admissible algebra.

Chapter 4 develops the study of nonassociative algebras from the point of view of quadratic operads.
After some recalling on operads, quadratic operads and duality mostly in the context of operads for binary
algebras,

1) we define the operads for Lie-admissible algebras and other G-associative algebras;

2) we define their dual operads;

3) we prove that the operad LieAdm is Koszul using the polarization process of Chapter 1;

4) we prove that the operad G4-ass for G4-associative algebras is not Koszul computing the generating
functions of G4-ass and its dual. The generating series of a Koszul operad and its dual operad are connected
by a functional equation which is not satisfied for G4-ass and its dual, so both operads are non Koszul.

Chapter 5 is devoted to third-power associative algebras. Among these algebras we find flexible, alternative,
left alternative algebras. For each subgroup G of Σ3 we define a class of G-p3-associative algebras which is
a subclass of third-power associative algebras similarly to G-associative algebras for the Lie-admissible case.
As in Chapter 4 we define the operad G-p3ass and its dual. We prove that the operad for alternative algebras
is non Koszul. A consequence is that the deformations of alternative algebras can not be parametrized by
the operadic cohomology and this contradicts some recent works studying only the operadic cohomology. We
prove that the space of 4-cochains of the operadic cohomology is trivial and that the sequence of the operadic
cohomology is a short sequence. The deformations are then parametrized by a cohomology associated to
a minimal model of the initial operad. After computing the generating function of Alt we explicit the
first terms of the complex associated to the minimal model. This permits to describe the obstructions to
extensions of partial deformations of alternative algebras.

In Chapter 6 we define and study some properties attached to a quadratic operad P with one binary
generating operation, that is, we define the current operad P̃ of P, we study if P is an Hopf or/and a cyclic
operad and finally we define dihedrality of P. First we define for P a quadratic operad P̃ also with one binary
generating operation which has the property that we can summarize as: P ⊗ P̃ = P (the tensor product
of a P-algebra with a P̃-algebra is a P-algebra). We show that the relations describing P̃ are minimal for
this property. Then we give the description of P̃ when P is a classical operad (Ass,Lie,Poiss, etc.) or one
of the operads defined in the previous chapters (Gi-ass,Gi-p3ass) and we show that in general P̃ is not the
dual operad of P. Then we investigate if P is an Hopf operad and give explicit conditions for P to be Hopf.
To obtain them we use the polarization-depolarization process. We also introduce a new kind of symmetry
for operads, the dihedrality responsible for the existence of dihedral cohomology. We study cyclicity and
dihedrality on some examples and summarize this properties in Figure 6.1.

Chapters 7 and 8 concern n-ary associatives algebras. The study of n-ary associatives algebras have
already been done in [47] from the operadic and (co)homological point of view. But we show that the even
and odd cases behave in a completely different way so can not be treated simultaneously. Chapter 7 mostly
concerns the algebraic level and Chapter 8 the operadic level, although both are linked.
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In Chapter 7, we focus on the case n = 3 and describe the free algebras on finite-dimensional 3-ary
partially associative algebras. Since these algebras are graded, we describe explicitly the basis of the first
homogeneous components. This result is obtained using an original method of coding the vectors of the free
algebra. The operadic approach in [47] contains also some misunderstandings of the odd case coming from
the interpretation of the dual of an operad for n-ary algebras. Contrary to what we find in this paper, the
operads associated to 3-ary partially associative algebras are non Koszul so the operadic cohomology does
not capture deformations. Then we consider 3-ary partially associative algebras with operation of degree 1
whose associated operad is Koszul (Chapter 8 and the correct definition of the dual will light up this study).
We explicit a cohomology (which is the operadic cohomology) which governs deformations. We also give
an extension of the notion of coassociative algebras for n-ary algebras. Then we generalize the notion of
n-ary partially and totally associative algebras and define n-ary σ-partially and σ-totally associative algebras
because they appear naturally when we define a (2k + 1)-ary product on the space T pq (E) of tensors which
are contravariant of order p and covariant of order q. The main reason for introducing these products is
that they can be interpreted as products of “hypercubic matrices”, that is, square tables of length p + q.
This generalizes in a natural way the classical associative product of matrices. We finish this chapter by
computing the current 3-ary τ13-totally associative algebra.

In Chapter 8 we give explicitly the definition of the dual of an operad for n-ary algebras with multiplication
of degree d. So the dual of an operad for (n− odd)-ary algebras with operation in degree 0 is an operad for
n-ary algebras with operation in degree d different from 0 and we can not get ride of it in the computations.
We apply this definition to some lightning examples of operads for various algebras with an n-linear operation
satisfying a specific version of associativity regrouped in four families. We compute the generating functions
and investigate Koszulity of these operads. We then focus on the operad for binary anti-associative algebras
(associativity is replaced by x(yz) = −(xy)z). Since it is non Koszul, the deformation cohomology differs
from the standard one and we are conduced to describe the relevant part of the deformation cohomology for
this type of algebras using the minimal model for the anti-associative operad. We then discuss free partially
associative algebras and prove that the description of Gnedbaye ([47]) is true for the even case.

To study Koszulness we adapt the definition of dual operad of Ginzburg-Kapranov to our case which
conduces to introduce the operations with a degree in the dual (in [47] all operations are of degree 0).

Part II.

This second part of this work (Part II) is devoted to the study of some geometrical structures on Lie
algebras. These geometrical structures correspond to left invariant geometrical structure on connected Lie
groups. We consider three types of structures:

• Complex structures on nilpotent Lie algebras. These structures are in correspondence with the left
invariant complex structures on real nilpotent Lie groups or on real nilmanifolds. Such a structure
on a Lie group permits to consider holomorphic maps and when these structure are biinvariant in the
associated Lie algebra, the Lie group can be provided with an holomorphic structure.

• Affine structures on nilpotent Lie algebras. These structures correspond to flat and torsion-free left
invariant connections on nilmanifolds. Since there exist some nilmanifolds with no affine structure, the
problem of existence is natural.

• Pseudo-riemannian Γ-manifolds. In case of a symmetric homogeneous manifold, the group of symme-
tries is isomorphic to Z/2Z. Here we consider a homogeneous manifold admitting a group of symmetries
isomorphic to Klein’s group. We consider riemannian tensors whose considered symmetries are isome-
tries. Inspired by the classification of riemannian compact symmetric manifolds of Elie Cartan, we
determine, when the homogeneous manifold is the quotient of a compact simple Lie group provided
with riemannian and pseudo-riemannian metrics adapted to the symmetries.

In Chapter 9, we consider the problem of existence of complex structures on nilpotent Lie algebras. The
classification of 6-dimensional nilpotent real Lie algebras provided with a complex structure is known. But
this classification is based on the general classification of real and complex Lie algebras. Such a classification
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does not exist for dimensions greater than or equal to 8. Thus our approach to this problem must be different.
First of all we prove that
A filiform algebra (i.e a nilpotent Lie algebra with maximal nilindex) has no complex structures.
In terms of characteristic sequence (also called Goze’s invariant), filifom algebras correspond to nilpotent
Lie algebras with the characteristic sequence equal to (n− 1, 1), where n is the dimension of the Lie algebra.
Then we are interested in quasi filiform algebras, that is, with Goze’s invariant equal to (n− 2, 1, 1). In this
case, the approach is based on the notion of generalized complex structures of Gualtieri and Cavalcanti (in
their works, the authors find the main result for filiform algebras again). In this case we prove that
Any quasi filiform algebra provided with a complex structure is 6-dimensional.
Moreover, we prove that
Any 6-dimensional quasi filiform algebra provided with a complex structure is isomorphic to the Lie algebra [X0, Xi] = Xi+1, i = 1, 2, 3,

[X1, X2] = X5,
[X1, X5] = X4.

In Chapter 10 we consider the problem of existence of an affine structure on nilpotent Lie algebras. We
approach this problem considering pre-Lie algebras. In fact, a pre-Lie algebra is a Lie-admissible algebra
whose corresponding Lie algebra admits an affine structure. The problem of existence of affine structures
on nilpotent Lie algebras is still open. Contrary to what people expected, the counter-example of Benoist
shows that there are nilpotent Lie algebras with no affine structure. In Chapter 10 we are interested in the
abelian case. More precisely,
We classify all the affine structures (complete or not) on R3 and on the 3-torus.
This completes the classical work of Goldmann concerning the classification of complete complex structures
on R2 and on the 2-dimensional torus. We then obtain general results on existence problems. We first prove
that
Any non characteristically (i.e with a non nilpotent derivation) filiform algebra admits an affine structure.

This permits to prove that
There exists a non complete affine representation on the Heisenberg group.

In fact, the existence of an affine structure permits to produce an affine representation of dimension equal
to the dimension of the Lie algebra or to this dimension plus one. And, from this result, someone can make a
conjecture that any affine representation of filiform algebra is complete. Thus, this conjecture is wrong. We
also construct current affine Lie algebras, that is, Lie algebras with an affine structure obtained by a tensor
product of a pre-Lie algebra with an algebra associated with the current operad. At the end of this chapter
we are interested in contact Lie algebras with affine structures. This is motivated by the classical result that
any symplectic Lie algebra admits a natural affine structure. This is not the case in the contact situation
(cf the counter-example of Benoist). We describe an obstruction to extend a symplectic affine structure to
a contact Lie algebra obtained by a central extension.

Chapter 11 is devoted to the determination of pseudo-riemannian metrics on compact simple Z/2Z×Z/2Z-
symmetric spaces. In a recent paper, Bathurin and Goze generalize the notion of symmetric spaces and
propose a new class of reductive spaces called Γ-symmetric spaces. The most interesting examples are the
flag manifolds. It’s not a symmetric space but we can find in this space a lot of commuting symmetries
which are in correspondance with an abelian group (Γ). Here we are interested in the riemannian case. The
main result is the classification of compact Z2

2-symmetric spaces.
Chapter 12 concerns valued deformations of algebras. Classically the deformations of Gerstenhaber have
been studied in a more general framework that the initial one, that is, people take coefficients in a local ring
A, then there is a maximal ideal m, and they assume that A/m is a field isomorphic to K. Two concrete
examples of deformations in a local ring are given by the deformations of Gerstenhaber with coefficients in
the ring of formal series K[[t]] and perturbations which give results on the rigidity. This leads to deformations
with coefficients in a valuation ring (i.e defined by a valuation) which is a local ring because both previous
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examples appear as particular cases. In this context, we prove that we can write the equations of deformations
of Gerstenhaber in a finite and unique way. The main reason for taking a valuation ring instead of a local
ring is that, if we consider an element x that belongs to the complementary of the valuation ring in its field
of fractions, then x−1 belongs to the maximal ideal m. We prove that the infinite system, associated with
Gerstenhaber’s deformations and giving the conditions to obtain a deformation, can be reduced to a system
of finite rank.
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Nonassociative algebras, Operads,
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Chapter 1

Nonassociative Algebras

In this chapter, we recall the principal notions related to nonassociative algebras: simplicity, center, solv-
ability, nilpotency. Alternative algebras are also recalled because they will be studied from the operadic
viewpoint in Chapter 5. The main result of this chapter is the classification of nonassociative identities with
respect to a natural action of Σ3 on the associator of a general binary multiplication, where Σ3 denotes the
symmetric group on three elements. At first we prove that any invariant linear subspace of the group algebra
K[Σ3] is a Σ3-module of rank 1. Thus, we can associate with an invariant linear subspace of K[Σ3] a vector
generating the corresponding Σ3-module. With each of these vectors, we associate a relation on the associ-
ator of a multiplication. Two relations associated with two vectors that are generators of the same module
are, by definition, equivalent. This leads to define natural classes of nonassociative relations. In particular
this allows to distinguish two classes of nonassociative algebras: the class of Lie-admissible algebras and the
class of 3-power associative algebras. Both classes correspond to an one-dimensional invariant subspace of
K[Σ3]. We describe both classes by classifying all identities corresponding to an invariant subspace of K[Σ3].
Amongst these families, we are mostly interested in the families called G-associative and G-p3-associative
algebras, where G is a subgroup of Σ3. If G is such a subgroup, then it determines naturally two vectors of
K[Σ3], vG =

∑
σ∈G(−1)ε(σ)σ and wG =

∑
σ∈G σ. Each of these vectors determines a classe of nonassociative

algebras such as associative algebras, Pre-Lie, Vinberg, Lie-admissible algebras, 3-power associative algebras
and left and right alternative algebras. We can then study these algebras with this “symmetric aspect”.

1.1 Nonassociative algebras

In this section we recall principal notions and results about nonassociative algebras. The details can be read
in [111].

1.1.1 Some examples

Let K be a field of characteristic 0 and A a K-vector space. A structure of (binary) algebra on A is given by
a linear map

µ : A⊗2 → A

which satisfies the distributive laws

µ((x+ y)⊗ z) = µ(x⊗ z) + µ(y ⊗ z)
µ(x⊗ (y + z)) = µ(x⊗ y) + µ(x⊗ z)

and
αµ(x⊗ y) = µ(αx⊗ y) = µ(x⊗ αy)

for all x, y, z ∈ A and α ∈ K.
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Remark and Notations. We use also µ for the corresponding bilinear map A × A −→ A and when no
confusion is possible, we write x · y or xy in place of µ(x, y) or µ(x⊗ y).

In particular:

• An associative algebra is an algebra where the associative condition

(xy)z − x(yz) = 0

holds, for any x, y, z ∈ A. Thus algebra means nonassociative algebra.

• A Lie algebra is an algebra whose multiplication, classically denoted by [x, y], is skew-symmetric and
satisfies the Jacobi identity:

[[x, y], z] + [[y, z], x] + [[z, x], y] = 0

for any x, y, z ∈ A. A Lie algebra is associative if and only if it is 2-step nilpotent, that is, if the
product satisfies

[[x, y], z] = 0.

• A Jordan algebra is an algebra whose multiplication is commutative and satisfies

(xy)x2 = x(yx2).

• An alternative algebra is defined by the identities{
x2y = x(xy),
yx2 = (yx)x.

The definition of subalgebras, ideals, homomorphisms, quotient algebras are classical.

If µ is the multiplication of the algebra A, we define

• the commutator of µ by
[x, y]µ = µ(x, y)− µ(y, x).

• the associator of µ by
Aµ(x, y, z) = µ(µ(x, y), z)− µ(x, µ(y, z)).

Thus an alternative multiplication is given by

Aµ(x, x, y) = Aµ(y, x, x) = 0, for all x, y ∈ A

and a Jordan algebra by
[x, y]µ = Aµ(x, y, x2) = 0.

Note that any multiplication µ satisfies

µ(a,Aµ(x, y, z)) + µ(Aµ(a, x, y), z) = Aµ(µ(a, x), y, z)−Aµ(a, µ(x, y), z) +Aµ(a, x, µ(y, z))

for all x, y, z, a ∈ A.

The nucleus N (A) of A is

N (A) = {g ∈ A | Aµ(g, x, y) = Aµ(x, g, y) = Aµ(x, y, g) = 0 for all x, y ∈ A} .

The center C(A) of A is

C(A) = {c ∈ N (A) | µ(x, c)− µ(c, x) = [x, c]µ = 0 for any x ∈ A} .

It is easy to verify that N (A) and C(A) are associative subalgebras of A.
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1.1.2 Simple algebras

For any a ∈ A, we denote by
Ra : x→ µ(x, a)

and
La : x→ µ(a, x)

the linear operators called respectively right and left multiplications.
If M(A) is the associative subalgebra of gl(A) generated by the left and the right multiplications on A,

any element of M(A) is written as
∑
S1 · · ·Sk, where Si are right or left multiplications.

Definition 1 The algebra A is simple if {0} and A are the only ideals of A and A 6= {0} .

Then if A is simple, A2 = A because A2 is an ideal of A. Since an ideal of A is an invariant subspace
under M(A) thus A is simple if and only if M(A) 6= {0} and it is an irreducible set of gl(A).

Definition 2 The algebra A is a division algebra if A 6= {0} and if for any a ∈ A \ 0, La and Ra have
inverses L−1

a and R−1
a .

This is equivalent to the existence of an unique solution in A for the equation a · x = b and y · a = b when
a 6= 0. If A is finite dimensional then A is a division algebra if and only if it is without zero divisors.

Definition 3 The algebra A is central simple if for any field extension F of K, the F-algebra A⊗K F = AF
is simple.

Such an algebra is necessarily simple (F = K).
Example([65]). We consider the centralizer C′ of M(A) in gl(A), it is generated by the endomorphisms T
of gl(A) satisfying

∀x, y ∈ A, Ry ◦ T = T ◦Ry, Lx ◦ T = T ◦ Lx.
This implies

T (x · y) = T (x) · y = x · T (y)

and, if T, S ∈ C′

S ◦ T (x · y) = S(T (x · y)) = S(T (x) · y) = T (x) · S(y) = T (x · S(y)) = T (S(x · y)) = T ◦ S(x · y),

that is,
S ◦ T = T ◦ S on A2.

If A is simple, A = A2 and S ◦T = T ◦S. We deduce ([65]) that C′ is a field and A, regarded as a C′-algebra,
is central simple.

1.1.3 Solvable and nilpotent algebras

For any algebra A, a descending sequence of subalgebras of A is defined by{
A(1) = A,
A(k+1) = A(k) · A(k),

and one has
A = A(1) ⊇ A(2) ⊇ · · · ⊇ A(k) ⊇ · · ·

Definition 4 The algebra A is solvable if A(k) = 0 for some integer k. The algebra A is nilpotent if there
exists an integer k such that any product of k elements is 0.

Thus any nilpotent algebra is solvable. It is clear that if I and J are solvable ideals of an algebra A, then
I + J is also solvable. Then if dimA <∞, there is a unique maximal solvable ideal of A denoted R(A) and
called the radical of A.

Theorem 5 The algebra A is nilpotent if and only if the associative algebra M(A) is nilpotent.
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1.1.4 Lie algebra associated to A

Let A be an algebra. We consider gl(A) with its Lie algebra structure. The Lie algebra L(A) associated to
A is the Lie subalgebra of gl(A) generated by the operations La and Ra.

If we consider h = R(A) +L(A), where R(A) (resp. L(A)) is the space generated by the right (resp. left)
multiplications, then taking

h1 = h, h2 = [h, h], hk = [h, hk−1]

we obtain
L(A) = ⊕+∞

i=1 hi,

with [hi, hj ] ⊂ hi+j .

We denote by Der(A) the Lie subalgebra of gl(A) constituted by derivations of A, that is, D ∈ gl(A) and
D satisfies

∀x, y ∈ A, D(x · y) = D(x) · y + x ·D(y),

which means that D satisfies {
[Ry, D] = RD(y), for all y ∈ A,
[Lx, D] = LD(x), for all x ∈ A.

A derivation D is inner if D ∈ L(A). The set In(A) = L(A) ∩ Der(A) of inner derivations is an ideal of
Der(A).

1.1.5 Alternative algebras

We have defined an alternative algebra as an algebra whose associator satisfies

Aµ(x, x, y) = Aµ(y, x, x) = 0 (1.1)

for any elements x, y of the algebra. Linearizing this identity we obtain

Aµ(x1, x2, x3) = (−1)ε(σ)Aµ(xσ(1), xσ(2), xσ(3)) (1.2)

for any σ in the symmetric group on 3 elements Σ3, where (−1)ε(σ) denotes the signature of the permutation
σ.

An algebra is flexible if the associator satisfies (1.2) with σ = τ13, where τ13 is the transposition exchanging
1 and 3. Thus any alternative algebra is flexible. We deduce some natural relations of order 4, called Moufang
identities  (xax)y = x[a(xy)],

y(xax) = [(yx)a]x,
(xy)(ax) = x(ya)x.

(Recall that xbx is well defined because A is flexible so xbx = (xb)x = x(bx)). For example the linearized
form of the last Moufang identity is

Aµ(x2, µ(x1, x4), x3) +Aµ(x2, µ(x3, x4), x1) = −µ(Aµ(x2, x1, x4), x3)− µ(Aµ(x2, x3, x4), x1).

The relation between alternative algebras and associative algebras is given by Artin theorem:

Theorem 6 The subalgebra generated by any two elements of an alternative algebra A is associative.

In particular the subalgebra generated by an element x ∈ A is associative. This means that the power of x
is well defined by the relation xi+1 = x · xi and xi · xj = xj · xi = xi+j for any natural numbers i, j ≥ 1.
Such an algebra is called power-associative. An element x in a power-associative algebra is called nilpotent if
there is an integer k such that xk = 0. If any element of a power-associative algebra A is nilpotent, then A is
a nilalgebra. In finite dimensional cases, the concept of nilpotent, solvable and nil-algebra coincide because
any finite dimensional alternative nilalgebra A is nilpotent.

We can then define the concept of radical R(A) of A as the unique maximal solvable ideal (= nilpotent ideal
= nilideal).
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Definition 7 An alternative algebra A is semi-simple if R(A) = {0} .

If A is a finite dimensional alternative algebra then it is semisimple, it is a direct sum of simple algebras.
This fact is based on Pierce decomposition. One establishes that any finite dimensional power-associative
algebra which is not a nilalgebra contains a non trivial idempotent e (e2 = e). Thus the operators Le and
Re are commuting idempotent operators and A admits the decomposition

A = A0,0 +A1,1 +A1,0 +A0,1,

where
Ai,j = {xij |Le(xij) = ixij , Re(xij) = jxij} ,

and the decomposition is written

x = exe+ (ex− exe) + (xe− exe) + (x− ex− xe+ exe).

Finally recall Wedderburn Theorem which generalizes the classical Wedderburn Theorem for associative
algebras to alternative algebras . A finite-dimensional algebra A over K is separable if, for any extension F
of K, the algebra AF is a direct sum of simple ideals. If A is alternative, this is equivalent to say that A is
semi-simple.

Theorem 8 Let A be a finite dimensional alternative algebra over K with radical R(A). If A/R(A) is
separable then A = S ⊕R(A) where S is a subalgebra of A isomorphic to A/R(A).

1.2 K[Σ3]-associative algebras

In this section we define the concept of K[Σ3]-associative algebras (see [56]), that is, algebras whose associator
of the corresponding product satisfies some relations associated to invariant subspaces of the group algebra
of the symmetric group Σ3 when we consider a natural right action of Σ3. This approach permits to have,
practically, all the classical nonassociative algebras in a same class. At first we recall classical notions related
to K[Σ3]. In particular, we prove that any invariant linear subspace of K[Σ3] is a Σ3-module of rank 1. This
means that any invariant subspace determines a vector of K[Σ3] which is a basis of this space but considered
as a Σ3-module. Thus we will determine all its invariant subspaces and define, for each one of these spaces
a corresponding generator of the associated module. This permits to associate with an invariant subspace
of K[Σ3] a relation concerning the associator of an algebra product, determined by the generator of this
module.

1.2.1 The Σ3-module K[Σ3]

We denote by τij the transposition exchanging i and j and by c the cycle (123). Let K[Σ3] be the algebra-
group of the symmetric group on three elements Σ3, that is, the 6-dimensional K-vector space with basis{

σ1 = Id, σ2 = τ12, σ3 = τ13, σ4 = τ23, σ5 = c = (123), σ6 = c2
}
,

with the associative multiplication

(
6∑
i=1

aiσi) · (
6∑
j=1

bjσj) =
6∑

i,j=1

aiajσi ◦ σj .

This algebra is provided with a structure of right Σ3-module considering

Σ3 ×K[Σ3] → K[Σ3]
(σ,
∑6
i=1 aiσi) 7→ σ · (

∑6
i=1 aiσi) =

∑6
i=1 aiσ

−1 ◦ σi,
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where ai ∈ K for for any i ∈ {1, 2, · · · , 6} . Indeed we have

σ · (σ′ ·
∑6
i=1 aiσi) = σ · (

∑6
i=1 aiσ

′−1 ◦ σi) =
∑6
i=1 aiσ

−1 ◦ σ′−1 ◦ σi∑6
i=1 ai(σ

′ ◦ σ)−1 ◦ σi = (σ′ ◦ σ) · (
∑6
i=1 aiσi).

For any element v ∈ K[Σ3], we denote by O(v) the orbit of v with respect to this action. Similarly we denote
by O(E) the orbit of any subset E of K[Σ3]. We denote by K {v1, v2, · · · , vp} the linear span of the vectors
v1, v2 · · · , vp and Fv = K[O(v)] the linear span of the vectors of O(v).

A subset F of K[Σ3] is invariant if F = O(F ). By Maschke theorem, every invariant subspace is a direct
sum of irreducible invariant subspaces and the dimension of an irreducible invariant subspace is one or two.

Proposition 1 The one-dimensional invariant subspaces of K[Σ3] are FvΣ3
and FwΣ3

respectively generated
by the vectors

vΣ3 = V = Id− τ12 − τ13 − τ23 + c+ c2 and
wΣ3 = W = Id+ τ12 + τ13 + τ23 + c+ c2.

(1.3)

Of course, these vector spaces are irreducible.
Each subgroup of Σ3 determines an invariant non-irreducible subspace. In fact, let

G1 = {Id},
G2 = {Id, τ12},
G3 = {Id, τ23},
G4 = {Id, τ13},
G5 = {Id, c, c2} (the alternating group),
G6 = Σ3

(1.4)

be the subgroups of Σ3. The linear spaces K[Gi] (which are the linear span of the vectors of Gi) are not
invariant subspaces of K[Σ3] for i 6= 6 because we have K[O(K[Gi])] = K[Σ3] for any i = 1, · · · , 6. But to
any subgroup Gi we can associate two vectors{

vGi =
∑
σj∈Gi(−1)ε(σj)σj ,

wGi =
∑
σj∈Gi σj .

Each of these vectors defines an invariant subspace FvGi = K[O(vGi)] and FwGi = K[O(wGi)]. For example
if we consider G6 = Σ3 we get

vΣ3 = V = Id− τ12 − τ13 − τ23 + c+ c2 and
wΣ3 = W = Id+ τ12 + τ13 + τ23 + c+ c2.

(1.5)

The first one is related to the character of Σ3 given by the signature and the second to the trivial one. It is
easy to prove that

1. For vG1 = Id, dimFvG1
= 6,

2. For vG2 = Id− τ12, dimFvG2
= 3,

3. For vG3 = Id− τ23, dimFvG3
= 3,

4. For vG4 = Id− τ13, dimFvG4
= 3,

5. For vG5 = Id+ c+ c2, dimFvG5
= 2.

6. Since wG1 = vG1 = Id, the dimension of FwG1
is 6,

7. For wG2 = Id+ τ12, wG3 = Id+ τ23 and wG4 = Id+ τ13, the dimension of FwGi is 3,

8. Since wG5 = vG5 , the dimension of FwG5
is 2.

In fact, dimFGi = |Σ3|
|Gi| because Gi leads the vector vGi invariant.



1.2. K[Σ3]-ASSOCIATIVE ALGEBRAS 9

1.2.2 The rank of the sub-modules of K[Σ3]

The aim of this section is to prove

Theorem 9 Every Σ3-submodule of K[Σ3] is of rank one.

This means that, if F is an invariant linear subspace of K[Σ3], there is a vector vF such that

F = K[O(vF )].

For example, each subgroup of Σ3 determines two modules of rank one generated by the vectors vGi and
wGi .
To prove the theorem we investigate the structure of all invariant subspaces of K[Σ3].

• One dimensional invariant subspaces. This case has been studied in the previous section and F = FV
or F = FW .

• Two dimensional invariant subspaces.

Proposition 2 Every irreducible two-dimensional invariant subspace F is of type F = Fu1
2

with

u1
2 = λ1Id− λ1τ12 + (λ1 + λ3)τ13 − λ3τ23 + λ3c− (λ1 + λ3)c2. (1.6)

Every non irreducible 2-dimensional invariant subspace F is of type F = Fu2
2

= FV ⊕ FW with

u2
2 = Id+ c+ c2.

Proof. Let F be an irreducible 2-dimensional invariant subspace of K[Σ3]. Then neither V nor W belongs
to F and if v ∈ F, then F = Fv . We first study a 2-dimensional invariant space Fv generated, as vector
space, by v and τ12 and then the general case.

Lemma 1 Let v ∈ K [Σ3]. If Fv = F is a 2-dimensional irreducible invariant space generated by v and τ12(v)
then

v = a1Id+ a2τ12 + (αa1 + βa2)τ13 − (αa1 + (1 + β)a2)τ23

+(βa1 + αa2)c− ((1 + β)a1 + αa2)c2

with α2 = 1 + β + β2.

Proof of 1. Let v = a1Id+ a2τ12 + a3τ13 + a4τ23 + a5c+ a6c
2 be in K [Σ3] and suppose that F is generated

by v and τ12(v). Since τij(v) ∈ F the vector v satisfies

6∑
i=1

ai = 0.

Since {τ1i} i=2,3 generates Σ3, the K [Σ3]-module F is 2-dimensional if and only if {v, τ12(v)} are independent
and {v, τ12(v), τ13(v)} are related. Let τ13(v) = αv + βτ12(v). This is equivalent to the following system

Aa1 = Ba2, Aa3 = Ba6, Aa4 = Ba5,
Aa2 = Ba1, Aa6 = Ba3, Aa5 = Ba4,
A = 1− α2 + α2β − β3

B = α− α3 + αβ2 + αβ,

which implies that (A2 −B2)a1 = (A2 −B2)a2 = 0.

1srt case. A2 − B2 6= 0. Then a1 = a2 = 0. Since τij(v) ∈ F for (i, j) 6= (1, 2), we deduce that v = 0, which
is impossible.

2nd case. A2 −B2 = 0.
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i) If A = B, that is, 1 − α2 + α2β − β3 = α(1 − α2 + β2 + β) we have A(a1 − a2) = 0. Then if A 6= 0,
we obtain a1 = a2, a3 = a6, a4 = a5 and it implies that v = τ12(v) which contradicts the hypothesis. Thus
A = B = 0 and the coefficients α and β satisfy{

1− α2 + α2β − β3 = 0,
α(1− α2 + β2 + β) = 0.

If α = 0, β = 1 (here we choose K = R), we have W ∈ F and F is not irreducible. Thus α 6= 0 and{
1− α2 = −β − β2,
1− α2 = −β(α2 − β2).

We will study successively the cases β = 0 and β 6= 0.
If β = 0, α = −1 or α = 1.

• If β = 0 and α = 1 then v = (a1, a2, a1,−a1 − a2, a2,−a1 − a2) in the basis
{
Id, τ12, τ13, τ23, c, c

2
}
.

• If β = 0 and α = −1 then v = (a1, a2,−a1, a1 − a2,−a2,−a1 + a2).

In fact, we write in this case τ13(v) = v which implies

v = (a1, a2, a1, a4, a2, a4).

Since τ23(v) = α′v + β′τ12(v), we deduce that

(α′ − β′)(a2 − a1) = 0.

If a1 = a2, then v = (a1, a1, a1, a4, a1, a4) with{
a4 = (α′ + β′)a1,
a1 = α′a1 + β′a4 = α′a4 + β′a1,

which gives that β′ = −1 or a4 = a1. The second case corresponds to the vector W. Thus we have

v = (a1, a1, a1,−2a1, a1,−2a1),

because −2− α′ + α′2 = 0, which means that α′ = −1 (if α′ = 2 we would have v = W ).

If a1 6= a2 then α′ = β′ and we deduce that a4 = α′(a1 + a2),
a2 = α′(a1 + a4),
a1 = α′(a2 + a4),

which implies that (a1 + a2 + a4)(1 − 2α′) = 0. If α′ = 1
2 we get v = W so the system also implies

a4 = −a1 − a2and the vector v has the expecting form.

The second case is similar to the previous one.

Suppose now that β 6= 0. Then the system between α and β is equivalent to a single equation

α2 = 1 + β + β2.

We deduce that a3 = αa1 + βa2, a5 = αa2 + βa1 and βa6 = (1− α2)a1 − αβa2. Since α2 = 1 + β + β2 and
β 6= 0, we deduce that a6 = −(1 + β)a1 − αa2. Likewise we have a4 = −αa1 − (1 + β)a2. So

v = (a1, a2, αa1 + βa2,−αa1 − (1 + β)a2, βa1 + αa2,−(1 + β)a1 − αa2)

with α2 = 1 + β + β2.
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ii) A = −B. If A 6= 0, then a1 = −a2, a3 = −a6 and a4 = −a5. This implies that v = τ12(v), which
contradicts the hypothesis. Then A = 0 and we come back to the previous case. �

Let us investigate the general case. Assume that F is an irreducible two-dimensional subspace. Then

F = K {v, τ(v)} or F = K {v, γ(v)}

where τ is a transposition and γ a 3-cycle. But all the transpositions are conjugated in Σ3. Then if
F = K {v, τ(v)} there exists v′ ∈ F such that Fv′ = F = K {v′, τ12(v′)}. In fact, F = K {v, τ23(v)} =
K {c(v), τ12(c(v))} and v′ = c(v) or F = K {v, τ13(v)} = K

{
c2(v), τ12(c2(v))

}
and v′ = c2(v). In this case

the expression of v′ is given by Proposition 2. Assume now that F = K {v, γ(v)}. Since the transpositions
generate Σ3, the dependence of the vectors {v, τ(v)} for every transposition would implies the dependence
of the vectors {v, γ(v)} for every 3-cycle. Then F = K {v, γ(v)} = K {v, τ(v)} and we can find v′ such
that F = Fv′ = K {v′, τ12(v′)} . Thus we can suppose that any 2-dimensional invariant space F satisfies
F = Fv = K{v, γ(v)} with v given by Proposition 2:

v = a1Id+ a2τ12 + (αa1 + βa2)τ13 − (αa1 + (1 + β)a2)τ23

+(βa1 + αa2)c− ((1 + β)a1 + αa2)c2,

with α2 = 1 + β + β2. We now want to find a vector generating F as σ3-module but whose components are
“nicer”. We have

τ12(v) = a2Id+ a1τ12 − ((1 + β)a1 + αa2)τ13 + (βa1 + αa2)τ23

−(αa1 + (1 + β)a2)c+ (αa1 + βa2)c2.

So considering the vector u = v − τ12(v) we observe that

τ12(u) = −u,
τ13(u) = τ13(v)− c(v)

= αv + βτ12(v)− βv − ατ12(v) = (α− β)(u)
τ23(u) = τ23(v)− c2(v) = −αv − (1 + β)τ12(v)− (1 + β)v − ατ12(v)

= −(α+ β + 1)(v + τ12(v)).

Thus {u, τ23(u)} generate Fv if α+ β + 1 6= 0. If α+ β + 1 = 0, we have that {u, c(u)} generate Fv. So, in
any case, Fv = Fu. But the vector u has the simplified following form

u = (a1 − a2, a2 − a1, (α+ β + 1)a1 + (α+ β)a2,−(α+ β)a1 − (α+ β + 1)a2,
(α+ β)a1 + (α+ β + 1)a2,−(α+ β + 1)a1 − (α+ β)a2)
= (λ1,−λ1, λ2,−λ3, λ3,−λ2)

with λ1 + λ3 − λ2 = 0, that is,

u = (λ1,−λ1, λ1 + λ3,−λ3, λ3,−λ1 − λ3)

in the basis
{
Id, τ12, τ13, τ23, c, c

2
}
. Since{

λ1 = a1 − a2,
λ3 = (α+ β)λ1 + a1,

the condition α2 = 1 + β + β2 does not give conditions on λ1 and λ3

• Three dimensional invariant subspaces. Since any invariant irreducible subspace is of dimension at
most 2, every invariant space of dimension greater than or equal to 3 is a sum of irreducible spaces. Since
dimF = 3, then F = FV ⊕ Fu1

2
or F = FW ⊕ Fu1

2
with Fu1

2
defined by (1.6).

Assume that F = FV ⊕ Fu1
2

with u1
2 = λ1Id− λ1τ12 + (λ1 + λ3)τ13 − λ3τ23 + λ3c− (λ1 + λ3)c2. If λ1 6= 0,

considering the vector

v′ = u1
2 − λ1V = (0, 0, 2λ1 + λ3, λ1 − λ3,−λ1 + λ3,−2λ1 − λ3)
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we have K[O(v′)] = K {v′, τ13(v′), τ23(v′)} . This space is 3-dimensional if (b 6= a) or (a = −b 6= 0) with
a = 2λ1 + λ3 and b = −λ1 + λ3. which is the case as λ1 6= 0. So we obtain F = Fv′ with

v′ = (0, 0, a,−b, b,−a).

Considering v” = τ13(v′) = (a, b, 0,−a, 0,−b), we have K [O(v”)] = K[O(v′)] = F . So, if a 6= 0, dividing
by a and putting t = b

a , we obtain F = Fv with v = (1, t, 0,−1, 0,−t) and t 6= 1 (t = 1 corresponds
to λ1 = 0). If a = 0 and b 6= 0, we have F = Fu1

3
with u1

3 = (0,−1, 0, 0, 0, 1). Finally if λ1 = 0 we
get u1

2 = (0, 0, λ3,−λ3, λ3,−λ3) = λ3(0, 0, 1,−1, 1,−1) so F = Fu2
3

with u2
3 = (1,−1, 0,−2, 2, 0). Moreover

Fu1
3
6= Fu2

3
.

Assume that F = FW ⊕ Fu1
2
. If λ1 6= 0, then for v = u1

2 − λ1W we have dimK[O(v)] = 3 and F = Fu3
3

with u3
3 = (0,−2, t,−1− t,−1 + t,−2− t).

If λ1 = 0, then u1
2 = (0, 0, λ3,−λ3, λ3,−λ3) and F = Fu4

3
with u4

3 = u1
2
λ3

+ W = (1, 1, 2, 0, 2, 0). Moreover
Fu3

3
6= Fu4

3
.

Proposition 3 Every 3-dimensional invariant subspace is of type Fui3 with i ∈ {1, 2, 3} and
u1

3 = Id+ tτ12 − τ23 − tc2, t 6= 1,
u2

3 = Id− τ12 − 2τ23 + 2c,
u3

3 = −2τ12 + tτ13 − (1 + t)τ23 + (−1 + t)c− (2 + t)c2,
u4

3 = Id+ τ12 + 2τ23 + 2c.

Moreover V ∈ Fui3 for i = 1, 2 and W ∈ Fui3 for i = 3, 4.

• Four dimensional invariant subspaces. If dimF = 4, then F is of type Fu1
2
⊕ Fu′12 with Fu1

2
6= Fu′12

or Fu1
2
⊕ FV ⊕ FW = Fu1

2
⊕ Fu2

2
.

In the first case, we consider E = {(a1, a2, a3,−a2 − a3, a5,−a1 − a5)} . If v = (a1, a2, a3, a4, a5, a6) is in
F = Fu1

2
⊕ Fu′12 , then

∑
σ(v) =

∑6
i=1 aiW ∈ F and , as V /∈ F , it implies that

∑6
i=1 ai = 0. Similarly

Id(v) − τ12(v) − τ13(v) − τ23(v) + c(v) + c2(v) = (a1 − a2 − a3 − a − 4 + a5 + a6)V ∈ F but V /∈ F
so a1 − a2 − a3 − a − 4 + a5 + a6 = 0. Thus v = (a1, a2, a3,−a2 − a3, a5,−a1 − a5) and F ⊂ E. But
dimE = dimF = 5 so

F = {(a1, a2, a3,−a2 − a3, a5,−a1 − a5)} .

Considering v = (2, 0, 1,−1, 0,−2) we verify that v ∈ F and dim(K[O(v)] = 5 thus F = Fv.

In the second case F = Fu ⊕FV ⊕FW with Fu irreducible and 2-dimensional. The subspace Fu ⊕FV has
been studied before. Let v′ = (1, t, 0,−1, 0,−t), t 6= 1 and v = v′+W = (2, 1 + t, 1, 0, 1, 1− t). We have that
dimFv′ = 4 (because t 6= 1) and W = 1

2 (τ23(v) + v), V = (1 − t)(− 1
2v −

3
2τ12(v) + τ13(v) + τ23(v)). Thus

F = Fv with
v = 2Id+ (1 + t)τ12 + τ13 + c+ (1− t)c2.

Similar calculations applied to v′ = (1,−1, 0,−2, 2, 0) imply that F = Fv with v = (2, 0, 1,−1, 3, 1).

Proposition 4 Every 4-dimensional invariant subspace is of type Fui4 with i ∈ {1, 2, 3} and u1
4 = 2Id+ τ13 − τ23 − 2c2,
u2

4 = 2Id+ (1 + t)τ12 + τ13 + c+ (1− t)c2, t 6= 1
u3

4 = 2Id+ τ13 − τ23 + 3c− c2.

Moreover V and W are in Fui4 for i = 2, 3 and they do not belong to Fu1
4
.

• Five dimensional invariant subspaces. If dimF = 5, then F = Fu1
2
⊕ Fu′12 ⊕ FV or Fu1

2
⊕ Fu′12 ⊕ FW .
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Assume that F = Fu1
2
⊕ Fu′12 ⊕ FV with irreducible and 2-dimensional Fu1

2
and Fu′12 . If v ∈ F such that

v = α1Id+ α2τ12 + α3τ13 + α4τ23 + α5c+ α6c
2, we have obviously

v + τ12(v) + τ13(v) + τ23(v) + c(v) + c2(v) =
6∑
i=1

αiW ∈ F.

But W /∈ F then
∑6
i=1 αi = 0. So v ∈ E = {(a1, a2, a3, a4, a5, a6) /a1 + a2 + a3 + a4 + a5 + a6 = 0} and

F ⊂ E. But both F and E are 5-dimensional spaces so

F = {(a1, a2, a3, a4, a5, a6) /a1 + a2 + a3 + a4 + a5 + a6 = 0} .

Then there exists only one type of such subspace. A basis of F can be formed by the vectors

{e1 = (1, 0, 0, 0, 0,−1), e2 = (0, 1, 0, 0, 0,−1), e3 = (0, 0, 1, 0, 0,−1),
e4 = (0, 0, 0, 1, 0,−1), e5 = (0, 0, 0, 0, 1, 1)}.

Consider for example the vector e1 and compute O(e1). We obtain that

O(e1) = {e1, τ12(e1), τ13(e1), c(e1)}

and dim K[O(e1)] = 4. Since V /∈ K[O(e1)] and dim K[O(e1 + V )] = 5, then F = Fv with v = e1 + V =
(2,−1,−1,−1, 1, 0).
Assume that F = Fu1

2
⊕ Fu′12 ⊕ FW and v = (a1, a2, a3, a4, a5, a6) ∈ F. Then

v − τ12(v)− τ13(v)− τ23(v) + c(v) + c2(v) = (a1 − a2 − a3 − a4 + a5 + a6)V

is in F . Since V /∈ F, we have that a1 − a2 − a3 − a4 + a5 + a6 = 0. It implies that

F = {(a1, a2, a3, a4, a5, a6) /a1 − a2 − a3 − a4 + a5 + a6 = 0} .

Let e1 = (1, 0, 0, 0, 0,−1) be in Fv. It is easy to see that K[O(e1)] is 4-dimensional. Then, considering
v = e1 +W, we verify that dim(K[O(v)]) = 5 and

v = 2Id+ τ12 + τ13 + τ23 + c

is a generator of the module F.

Proposition 5 Every 5-dimensional invariant subspace is of type Fui5 with i ∈ {1, 2} and{
u1

5 = 2Id− τ12 − τ13 − τ23 + c,
u2

5 = 2Id+ τ12 + τ13 + τ23 + c.

Moreover V ∈ Fu1
5

and W ∈ Fu2
5
.

• Six dimensional invariant subspaces. If dim F = 6, then F = K [Σ3]. Let us consider the vector
e1 = (1, 0, 0, 0, 0, 0). We have K[O(e1)] = K [Σ3] = F. Then F = Fv with v = e1.

1.2.3 K[Σ3]-associative algebras

Let (A, µ) be a K-algebra. We have denoted by Aµ the associator of the product µ. Let v be a vector of
K[Σ3]. We define the linear map

ΦAv : A⊗3 → A⊗3

by
ΦAv (x1 ⊗ x2 ⊗ x3) = xσ−1(1) ⊗ xσ−1(2) ⊗ xσ−1(3).

For example, if v = Id then ΦAv = IdA⊗3 ; if v = Id− τ12 then

ΦAv (x1 ⊗ x2 ⊗ x3) = x1 ⊗ x2 ⊗ x3 − x2 ⊗ x1 ⊗ x3.
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Definition 10 An algebra (A, µ) is K[Σ3]-associative if there exists a nonzero vector v in K[Σ3] such that

Aµ ◦ ΦAv = 0.

Such a relation concerning a (non)-trivial associator will be called a symmetric nonassociative relation.
Example.

1. If v = Id then Aµ ◦ ΦAv = Aµ = 0 is the associativity. The corresponding algebra is associative.

2. If v = Id− τ12 then Aµ ◦ ΦAv = 0 leads to

µ(µ(x1, x2), x3)− µ(x1, µ(x2, x3))− µ(µ(x2, x1), x3) + µ(x2, µ(x1, x3)) = 0

and (A, µ) is a Vinberg algebra.

Definition 11 The symmetric relations of the associators of two K[Σ3]-associative algebras (A, µ) and (B, ρ)
are called equivalent if these relations Aµ ◦ ΦAv = 0 and Aρ ◦ ΦBw = 0 are given by vectors v, w ∈ K[Σ3] such
that

K[O(v)] = K[O(w)].

From the previous paragraph each class corresponds to a symmetric relation on the associator and is asso-
ciated to an invariant subspace of K[Σ3].

Example. The Kosier-Osborn nonassociative algebras. The nonassociative algebras studied in [72] by
Kosier and Osborn satisfy either

Aµ ◦ ΦAV = 0,

with
V = Id− τ12 − τ13 − τ23 + c+ c2

or
Aµ ◦ ΦAv = 0,

with v = α1Id− α2τ12 − α1τ13 − α3τ23 + α2c+ α3c
2.

1.2.4 G-associative algebras

Let Gi, i = 1, · · · , 6 be the subgroups of Σ3 defined in (1.4). We can associated with each subgroup Gi of
Σ3 a Σ3-invariant subspace of K[Σ3] denoted by FvGi and FwGi and generated by the vectors vGi and wGi
defined by (1.5).

Definition 12 A G-associative algebra is a K-algebra whose associator satisfies

Aµ ◦ ΦAvGi = 0

for some i ∈ {1, · · · , 6}.

Then we have the following classes of G-associative algebras:

1. G1-associative algebras = associative algebras,

2. G2-associative algebras = Vinberg algebras,

3. G3-associative algebras = pre-Lie algebras,

4. G6-associative algebras = Lie-admissible algebras.
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Recall that an algebra (A,µ) is called Lie-admissible if the skew symmetric map

[ , ] = µ− µ ◦ τ12

is a Lie bracket. Jacobi identity is equivalent to

Aµ ◦ ΦAvG6
= 0.

Remark. The G5-associativity identity writes

Aµ(X1, X2, X3) +Aµ(X2, X3, X1) +Aµ(X3, X1, X2) = 0.

If µ is skew symmetric, this reduces to

µ(µ(X1 ⊗X2)⊗X3) + µ(µ(X2 ⊗X3)⊗X1) + µ(µ(X3 ⊗X1)⊗X2) = 0

and µ is a Lie algebra product. Then G5-associative algebras can be considered as a non skew-symmetric
version of Lie algebras.

1.2.5 Classification of K[Σ3]-associative Lie-admissible identities

A K[Σ3]-associative algebra defined by the identity

Aµ ◦ ΦAv = 0

is Lie-admissible if and only if V = vG6 ∈ Fv. From the determination of invariant subspaces of K[Σ3] given
in 1.2 we deduce

Theorem 13 Every Lie-admissible K [Σ3]-algebra belongs to one of the following cases:

• (I): Aµ(x, y, z)−Aµ(y, x, z)−Aµ(z, y, x)−Aµ(x, z, y) +Aµ(y, z, x) +Aµ(z, x, y) = 0.

• (II): Aµ(x, y, z) +Aµ(y, z, x) +Aµ(z, x, y) = 0.

• (III): αAµ(x, y, z)− αAµ(y, x, z) + (α+ β − 3)Aµ(z, y, x)− βAµ(x, z, y) + βAµ(y, z, x)

+(3− α− β)Aµ(z, x, y) = 0, with (α, β) 6= (1, 1).

• (IV1): 2Aµ(x, y, z) + (1 + α)Aµ(y, x, z) +Aµ(z, y, x) +Aµ(y, z, x) + (1− α)Aµ(z, x, y) = 0 with α 6= 1.

• (IV2): 2Aµ(x, y, z) +Aµ(z, y, x)−Aµ(x, z, y) + 3Aµ(y, z, x) +Aµ(z, x, y) = 0.

• (V ): 2Aµ(x, y, z)−Aµ(y, x, z)−Aµ(z, y, x)−Aµ(x, z, y) +Aµ(y, z, x) = 0.

• (V I): Aµ(x, y, z) = 0.

Let us note that the case (III) contains, in this relation, the relations associated with the vectors u1
3 and

u2
3. In particular, we have

1. G2-associative algebras are of type (III) with (α, β) = (3, 0).

2. G3-associative algebras are of type (III) with (α, β) = (0, 0).

3. G4-associative algebras are of type (III) with (α, β) = (0, 3).

4. G5-associative algebras are of type (II).
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1.2.6 Third-power associative algebras

Definition 14 An algebra (A,µ) is called third-power associative if

Aµ ◦ ΦAW = 0,

where W = wΣ3 =
∑
σ∈Σ3

σ.

The class of third-power associative algebras have been introduced by Albert in [3]. An equivalent definition
of Aµ ◦ ΦW = 0 is to write

Aµ(x, x, x) = 0.

In [69] and [72] such an algebra is called “associative dependent algebra”. An interesting case of third-
power associative is the class of power-associative algebras. For such an algebra, every element generates an
associative subalgebra.

A K[Σ3]-algebra defined by an identity
Aµ ◦ ΦAv = 0

is third-power associative if and only if W ∈ Fv.

Theorem 15 Every third-power associative K [Σ3]-associative algebra corresponds to one of the following
cases:
• (I ′) : Aµ(x, y, z) + Aµ(y, x, z) + Aµ(z, y, x) + Aµ(x, z, y) + Aµ(y, z, x) + Aµ(z, x, y) = 0. This identity

defines the category of third-power associative algebras.

• (II ′) = (II).,

• (III ′) :
αAµ(x, y, z) + (2 − α)Aµ(y, x, z) + (α + β − 1)Aµ(z, y, x) + (2 − β)Aµ(x, z, y) + βAµ(y, z, x) + (3 − α −

β)Aµ(z, x, y) = 0 with (α, β) 6= (1, 1).

• (IV ′1) = (IV1).

• (IV ′2) = (IV2).

• (V ′): 2Aµ(x, y, z) +Aµ(y, x, z) +Aµ(z, y, x) +Aµ(x, z, y) +Aµ(y, z, x) = 0.

• (V I)′ = (V I).

Example: Alternative algebras. Let us examine more particularly algebras of type (V ′). Recall that an
algebra (A, µ) is alternative if its product satisfies

Aµ(x, x, y) = Aµ(y, x, x) = 0.

This condition is equivalent to the following system

Aµ ◦ Φv1 = Aµ ◦ Φv2 = 0,

with v1 = Id + τ12 and v2 = Id + τ23. These vectors vi belong to K (O (u2
5)) and the class of algebras of

type (V ′) corresponds to the class of alternative algebras. Since v = Id+ τ13 ∈ Fu2
5
, any alternative algebra

is also flexible, that is, Aµ(x, y, x) = 0. In Chapter 5 we will look at these algebras from the viewpoint of
operads. If Alt = (Alt(n))n denotes the operad associated to alternative algebras, the Moufang identities
correspond to the relations in Alt(4).

Example: Power associative algebras. An algebra (A, µ) is power-associative if any element x ∈ A
generates an associative algebra. Any power-associative algebra is, of course, a third-power associative
algebra. In the K[Σ3]-cases, the third-power associative algebras which are power-associative correspond to
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types (III ′), (IV1),(IV2),(V ′) and (V I). A well-known class of power-associative algebras is the (γ, δ)-Type
[75] which arises in the study of classes of algebras having the property that if I is an ideal of the algebra, then
I2 is also an ideal of the algebra A. A power-associative algebra satisfying this property is either associative,
or of (γ, δ)-Type. They are defined by Aµ(x, x, x) = 0,

Aµ(x, y, z) +Aµ(y, z, x) +Aµ(z, x, y) = 0,
Aµ(x, y, z) + γAµ(y, x, z) + δAµ(z, x, y) = 0, γ2 − δ2 + δ − 1 = 0,

and correspond to the algebras of type (IV1). They are non-flexible power-associative and Lie-admissible
algebras.

1.3 K[Σ3]
2-associative algebras

The associator Aµ of µ can be decomposed as

Aµ = ALµ −ARµ ,

where ALµ(x1, x2, x3) = µ(µ(x1, x2), x3) and ARµ (x1, x2, x3) = µ(x1, µ(x2, x3)).

Now, instead of considering an action of Σ3 on the associator we can consider it independently on ALµ and
ARµ which will induce different symmetries.

Definition 16 The category of (K [Σ3])2-associative algebras corresponds to the K-algebras (A, µ) for which
there exist v, w ∈ K [Σ3], (v, w) 6= (0, 0), such that

ALµ ◦ Φv = 0, ARµ ◦ Φw = 0, (1.7)

or

ALµ ◦ Φv −ARµ ◦ Φw = 0 (1.8)

The reduction of these identities was first studied in [72]. The main result is

Proposition 6 [72] Let A be an unitary (K [Σ3])2-associative algebra. Then A is either Lie-admissible or
satisfies

ALµ ◦ Φv −ARµ ◦ Φw = 0

with
v = λ1Id− λ1τ12 + (λ1 + λ2)τ13 − λ2τ23 + λ2c− (λ1 + λ2)c2

and
w = µ1Id− µ1τ12 + (µ1 + λ2)τ13 − λ2τ23 + λ2c− (µ1 + λ2)c2.

The vectors v and w generate two dimensional invariant spaces Fv and Fw. In the following we denote by
σ(v) the vector

∑
aiσ ◦ σi with v =

∑
aiσi.

Let (A, µ) be a (K [Σ3])2-associative algebra given by the relation

ALµ ◦ Φv −ARµ ◦ Φw = 0

with v 6= 0, w 6= 0. Suppose that (A, µ) is a Lie-admissible algebra. It is easy to see that V = vΣ3 ∈ Fv ∩Fw.
In this case the product µ satisfies

Aµ ◦ ΦV = 0

and (A, µ) is a (K [Σ3])-associative algebra. Then there exists χ ∈ K [Σ3] such that

χ(v) = χ(w) = V.
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Examples

1. Consider the (K [Σ3])2-associative algebra whose product satisfies

x · (y · z)− x · (z · y)− (x · y) · z + (y · x) · z = 0.

Here v = Id − τ12 and w = Id − τ23. If χ = Id + c + c2, we have χ(v) = χ(w) = V and the product is
Lie-admissible. This example plays a particular role in the study of Hopf operad.

2. Consider the (K [Σ3])2-associative algebra defined by

2(x · y) · z − (y · x) · z − (z · y) · x− (x · z) · y + (y · z) · x− x · (y · z)− y · (z · x)− z · (x · y) = 0.

Now v = 2Id−τ12−τ13−τ23 + c and w = Id+ c+ c2. Here χ(w) = V implies χ = a1Id+a2τ12 +a3τ13− (1+
a2 + a3)τ23 + a5c+ (1− a1 − a5)c2. For this vector we have χ(v) 6= V and the (K [Σ3])2-associative algebra
is not Lie-admissible.

3. A Leibniz algebra [77] is a K [Σ3]-associative algebra A satisfying

x · (y · z)− (x · y) · z + (x · z) · y = 0

for all x, y, z ∈ A. Here v = Id− τ23 and w = Id. Such an algebra is neither Lie-admissible nor third-power
associative.

Remarks.

1. The existence of χ ∈ K [Σ3] such that χ(v) = V and χ(w) 6= V doesn’t imply the non Lie-admissibility
of the algebra. For example, if we consider v = Id − τ12 then every χ such that χ(v) = V has the form
χ = a1Id + (a1 − 1)τ12 + a3τ13 + a4τ23 + (a3 + 1)c + (a4 + 1)c2. Now consider w = Id − τ13. Every χ such
that χ(w) = V is written χ = a1Id + (a1 − 1)τ12 + (a1 − 1)τ13 + (a1 − 1)τ23 + a1c + a1c

2. In particular if
χ = Id+ τ13 + 2c+ c2 this vector satisfies χ(v) = V and χ(w) 6= V . But the algebra (A, µ) defined by

ALµ ◦ Φv −ARµ ◦ Φw = 0

is Lie-admissible.

2. Replacing V by W we obtain similar results for power-associative algebras.



Chapter 2

Poisson algebras viewed as Non
Associative algebras

In this chapter, we describe an interesting example of nonassociative algebra where the nonassociative iden-
tity is equivalent to the three classical identities of a Poisson algebra. Then we have an original viewpoint
of Poisson algebras. Recall that Poisson algebra is usually defined as a commutative associative algebra
with a Lie bracket, these operations satisfying the Leibniz rule. The main idea is to use a polarization-
depolarization method to associate with a general binary multiplication, an algebra provided with two prod-
ucts, the first one commutative and the second one skew-symmetric. Here, starting with the nonassociative
identity 3A(X,Y, Z) = (X · Z) · Y + (Y · Z) ·X − (Y ·X) · Z − (Z ·X) · Y and using this process we find
the classical Poisson structure. The description of Poisson structures in terms of a single bilinear operation
enables us to explore Poisson algebras in the realm of nonassociative algebras. To distinguish the classical
Poisson algebras with these nonassociative algebras, we call these last Poisson-admissible algebras (although
they are the same). Let us note that this method will be used in Chapter 4 to prove some (non)Koszul
properties of the operad for Lie-admissible algebras.

In this chapter, we describe the polarization-depolarization process and we illustrate it considering classical
algebras (associative algebras, G-associative algebras). Then we focus on Poisson algebras. Starting from the
Poisson-admissible identity, we prove that Poisson-admissible algebras are flexible algebras. So we adapte
Pierce decompositions. We have a natural notion of Radical and simplicity. We give the classification in
dimension 2 and 3.

The classical cohomology deformation of Poisson algebras, classically called Lichnerowicz cohomology,
considers only deformations of the Lie structure, leaving invariant the associative structure. Since in this
chapter Poisson algebras are considered as nonassociative algebras, we consider the cohomology that governs
general deformations of Poisson-admissible structures (both deformations of the Lie bracket and the associa-
tive product) and give the description of the spaces of degree 2 and 3. In fact, this cohomology corresponds
to the operadic cohomology associated with the operad for Poisson-admissible algebras. We compare this
cohomology with the Lichnerowicz one.

2.1 Introduction. Polarization, Depolarization

2.1.1 Polarization, Depolarization

Let K be a commutative field of characteristic different from 2 and 3. We are going to study classes of
algebras with one operation · : V ⊗ V → V and axioms given as linear combinations of terms of the form
vσ(1) · (vσ(2) · vσ(3)) and/or (vσ(1) · vσ(2)) · vσ(3), where σ ∈ Σ3 is a permutation. All classical examples of
algebras, such as associative, commutative, Lie and, quite surprisingly, Poisson algebras, are of this type.
The multiplication of · : V ⊗ V → V is
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1. commutative, that is, x · y = y · x for all x, y ∈ V ,

2. anticommutative, that is, x · y = −y · x for all x, y ∈ V ,

3. without any symmetry, which means that there is no relation between x · y and y · x.

Any multiplication · : V ⊗ V → V of type (3) can be decomposed into the sum of a commutative
multiplication • and an anti-commutative one [−,−] via the polarization given by

x • y :=
1√
2

(x · y + y · x) and [x, y] :=
1√
2

(x · y − y · x), (2.1)

for x, y ∈ V . The inverse process of depolarization assembles a type (1) multiplication • with a type (2)
multiplication [−,−] into

x · y :=
1√
2

(x • y + [x, y]), for x, y ∈ V. (2.2)

The coefficient 1√
2

was chosen so that the polarization followed by the depolarization (and vice versa) is the
identity. There are however other, less ‘symmetric’ choices of the coefficients with the same property, such
as 1 in (2.1) and 1

2 in (2.2), which do not need the assumption
√

2 ∈ K.
The polarization enables one to view structures with a type (3) multiplication (such as associative algebras

in Example 2.1.2) as structures with one commutative and one anticommutative operation, while the depo-
larization interprets structures with one commutative and one anticommutative operation (such as Poisson
algebras in Example 2.2.1) as structures with one type (3) operation. We will try to convince the reader
that this change of perspective might sometimes lead to new insights and results.

2.1.2 Examples to warm up

In this section we give a couple of examples to illustrate the (de)polarization trick. We will usually omit the
• denoting a commutative multiplication and write simply xy instead of x • y.
Example 1. Associative algebras are traditionally understood as structures with one operation of type (3).
If we polarize the multiplication · : V ⊗ V → V , the associativity

(x · y) · z = x · (y · z), for x, y, z ∈ V, (2.3)

becomes equivalent to the following two axioms:

[x, yz] = [x, y]z + y[x, z], (2.4)
[y, [x, z]] = (xy)z − x(yz). (2.5)

Let us remark that the summation of (2.5) over cyclic permutations gives the Jacobi identity

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0. (2.6)

Example 2. Recall [55] that a type (3) product · : V ⊗ V → V is called Lie-admissible if the commutator
of this product is a Lie bracket or, equivalently, if the antisymmetric part [−,−] of its polarization fulfills
the Jacobi identity (2.6). This observation suggests that the polarization might be particularly suited for
various types of Lie-admissible algebras.

Some important classes of Lie-admissible algebras where studied in Chapter 1. G1-associative algebras are
clearly associative algebras whose polarization we discussed in Example 2.1.2.
G2-associative algebras and G3-associative algebras are structures opposite to each other. We will therefore

treat them as two versions of the same structure most often called a pre-Lie algebra in the literature [21, 41],
although the G2-version is sometimes called more specifically a Vinberg or left-symmetric algebra [112], while
the G3-version a right-symmetric algebra [94].
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In the polarized form, G2-associative algebras are structures with a commutative multiplication and a Lie
bracket related by the axiom:

2[x, y]z+ [[x, y], z]−x(yz) +y(xz)−x[y, z] +y[x, z]− [x, yz] + [y, xz] = 0.

This axiom can be written as the sum

0 =
{

(xz)y − x(zy)− [z, [x, y]]
}

+
{

[x, y]z + y[x, z]− [x, yz]
}

+
{

[y, xz]− x[y, z]− [y, x]z
}

of three terms which vanish separately if the multiplication is associative, see (2.4) and (2.5). The G3-versions
of the above formulas can be obtained by applying the transformation

xy 7→ xy, [x, y] 7→ − [x, y] .

After polarizing, we identify G4-associative algebras as structures satisfying

(xy)z − x(yz) = [[x, z], y],

which clearly implies the Jacobi (2.6). G5-associative algebras have a commutative multiplication and a Lie
bracket tied together by

[xy, z] + [yz, x] + [zx, y] = 0. (2.7)

The polarization of G6-associative algebras, which are sometimes confusingly called just Lie-admissible
algebras, reveals that the category of these objects consists of structures with a commutative multiplication
and a Lie bracket, with no relation between these two operations.
Example 3. Lie-admissible structures mentioned in Example 2.1.2 are rather important. As it was shown
in the seminal paper [41], there exists a natural pre-Lie structure on the Hochschild cochain complex of every
associative algebra induced by a structure christened later, in [43], a brace algebra. This pre-Lie structure
is responsible for the existence of the intrinsic bracket (also known as the Gerstenhaber bracket) on the
Hochschild cohomology, see again [41].

We offer the following generalization of this structure. For a vector space V , denote by

X :=
⊕
m,n≥1

Lin(V ⊗m, V ⊗n)

the space of all multilinear maps. For f ∈Lin(V ⊗b, V ⊗a) and g∈Lin(V ⊗d, V ⊗c) define

f ◦ij g ∈ Lin(V ⊗a+c−1, V ⊗b+d−1)

to be the map obtained by composing the j-th output of g into the i-th input of f and arranging the
remaining outputs and inputs as indicated in Figure 2.1.2. Define finally

f ◦ g :=
∑

1≤i≤b, 1≤j≤c

(−1)i(b+1)+j(c+1)f ◦ij g.

We leave to the reader to verify that (X, ◦) is a G6-associative algebra.
Let YHoch ⊂ X be the subspace YHoch :=

⊕
m≥1 Lin(V ⊗m, V ) and let dually YcoHoch :=

⊕
n≥1 Lin(V, V ⊗n).

Clearly both YHoch and YcoHoch are ◦-closed. It turns out that (YHoch, ◦) is a G3-associative algebra and
(YcoHoch, ◦) a G2-associative algebra. We recognize (YHoch, ◦) as the underlying space of the Hochschild
cochain complex C∗Hoch(A;A) of an associative algebra A = (V, ·) with the classical pre-Lie structure [41].
The space (YcoHoch, ◦) has a similar interpretation in terms of the Cartier cohomology of coassociative
coalgebras [19].

To interpret X in a similar way, wee need to recall that an infinitesimal bialgebra [2] (also called a
mock bialgebra in [33]) is a triple (V, µ, δ), where µ is an associative multiplication, δ is a coassociative
comultiplication and

δ(µ(u, v)) = δ(1)(u)⊗ µ(δ(2)(u), v) + µ(u, δ(1)(v))⊗ δ(2)(v)
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Figure 2.1: The composition f◦43g ∈ Lin(V ⊗10, V ⊗7) of functions f ∈ Lin(V ⊗6, V ⊗3) and g ∈ Lin(V ⊗5, V ⊗5).

for each u, v ∈ V , with the standard Sweedler’s notation for the comultiplication used. It turns out that
X is the underlying space of the cochain complex defining the cohomology of an infinitesimal bialgebra and
[f, g] := f ◦ g − g ◦ f is the intrinsic bracket, see [90], on this cochain complex. The reader is encouraged to
verify that the axioms of infinitesimal bialgebras can be written as the ‘master equation’

[µ+ δ, µ+ δ] = 0,

with µ : V ⊗ V → V and δ : V → V ⊗ V interpreted as elements of X.

Now we will develop the case of Poisson algebras so we use the usual notation { , } for the Poisson bracket
instead of [ , ]. We consider (2.1) with the coefficient 1

2 , that is, x•y := 1
2 (x·y+y ·x) and [x, y] := 1

2 (x·y−y ·x),
and (2.2) with 1, i.e. x · y := x • y + [x, y].

2.2 Nonassociative algebra associated to a Poisson algebra

2.2.1 Depolarization of Poisson identities

Poisson algebras are usually defined as structures with two operations, a commutative associative one,
denoted by • and an anti-commutative one satisfying the Jacobi identity, denoted by {, }. These operations
are tied up by a distributive law

{x, y • z} = {x, y} • z + y • {x, z}

which we already saw in (2.4). The depolarization reinterprets Poisson algebras as structures with one
type (3) operation · : V ⊗ V → V and one axiom:

x · (y · z) = (x · y) · z − 1
3

((x · z) · y + (y · z) · x− (y · x) · z − (z · x) · y)).

Remark. In this example, the ground field will be the complex numbers C. In an unpublished note, Livernet
and Loday considered a one-parameter family of algebras with the axioms

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0,
[x, yz] = [x, y]z + y[x, z], (2.8)

(xy)z − x(yz) = q[y, [x, z]], (2.9)

depending on a complex parameter q. Observe that, for q 6= 0, the first axiom (the Jacobi identity) is implied
by the third one. Let us call algebras satisfying the above axioms LLq-algebras.

For q = 0, (2.9) becomes the associativity and we recognize the usual definition of Poisson algebras.
If q = 1, we get associative algebras, in the polarized form of Example 2.1.2. Furthermore, one may also
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consider the limit for q →∞:

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0,
[x, yz] = [x, y]z + y[x, z],

[y, [x, z]] = 0.

In this case, the first identity trivially follows from the last one. These LL∞-algebras are algebras with a
two-step-nilpotent anticommutative bracket and a commutative multiplication, related by a distributive law
(the second equation).

The depolarization allows one to interpret LLq-algebras as algebras with one type (3) operation · : V ⊗V →
V . One must distinguish two cases. For q 6= −3 we get the axiom

x · (y · z) = (x · y) · z +
q−1
q+3

{(x · z) · y + (y · z) ·x− (y ·x) · z − (z ·x) · y)},

while for q = −3 we get a structure with three axioms

(x · z) · y + (y · z) · x− (y · x) · z − (z · x) · y) = 0,
A(x, y, z) +A(z, y, x) = 0,

A(x, y, z) +A(y, z, x) +A(z, x, y) = 0.

It can be easily verified that the formula

x ? y :=
1 +
√
q

2
x · y +

1−√q
2

y · x (2.10)

converts LLq-algebras, for q 6= 0,∞, into associative algebras.
Observe that axiom (2.8) of LLq-algebras implies axiom (2.7) of G5-associative algebras, therefore LLq-

algebras form, for each q, a subcategory of the category of G5-associative algebras. An equally simple
observation is that the polarized product of G4-associative algebras satisfies the first and the third identities
of LL−1-algebras but not the distributive law.
Remark. LL-algebras can be used to interpret deformation quantization of Poisson algebras. The ground
ring here will be the ring K[[t]] of formal power series in t. Let us recall [9] that a ∗-product on a K-vector
space A is a K[[t]]-linear associative unital multiplication ∗ : A[[t]] ⊗ A[[t]] → A[[t]] which is commutative
mod t. Expanding, for u, v ∈ A,

u ∗ v = u ∗0 v + t u ∗1 v + t2 u ∗2 v + · · · , with u ∗i v ∈ A for i ≥ 0,

one easily verifies that the operations ·0 and [−,−]0 defined by

u ·0 v := u ∗0 v and [u, v]0 := u ∗1 v − v ∗1 u, u, v ∈ A,

are such that P := (A, ·0, [−,−]0) is a Poisson algebra. The object (A[[t]], ∗) is sometimes also called the
deformation quantization of the Poisson algebra P . In applications, P is the R-algebra C∞(M) of smooth
functions on a Poisson manifold M that represents the phase space of a classical physical system. One
moreover assumes that all products ∗i, i ≥ 0, in (2.2.1) are bilinear differential operators, see again [9] for
details. The relevance of LLq-algebras for quantization is explained in the following theorem.

Theorem 17 A ∗-product on a K-vector space A is the same as an LLt2-algebra structure on the K[[t]]-
module V := A[[t]].

Proof. Given a ∗-product, define • : V ⊗ V → V and [−,−] : V ⊗ V → V as the polarization (2.1)
of ∗ : V ⊗ V → V . Commutativity of ∗ mod t means that [−,−] = 0 mod t, therefore there exists a
bilinear antisymmetric map {−,−} : V ⊗ V → V such that [−,−] = t{−,−}. It is immediate to check that
(V, •, {−,−}) is an LLt2 -algebra. On the other hand, given an LLt2-algebra (V, •, {−,−}), then

u ∗ v :=
1√
2

(u • v + t{u, v}), for u, v ∈ V,

clearly defines a ∗-product on A.
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2.2.2 Poisson-admissible algebras

To distinguish the classical Poisson algebras and their nonassociative version we introduce the following
definition:

Definition 18 A nonassociative K-algebra (P, ·) whose associator satisfies

3A(X,Y, Z) = (X · Z) · Y + (Y · Z) ·X − (Y ·X) · Z − (Z ·X) · Y. (2.11)

is called a Poisson-admissible algebra.

Let (P, ·) and (P, ?) be Poisson-admissible algebras defining the same Poisson algebra (P, {, }, •). Then

X · Y − Y ·X = X ? Y − Y ? X = 2{X,Y }
X · Y + Y ·X = X ? Y + Y ? X = 2X • Y

and X · Y = X ? Y because the characteristic of K is different from 2.
Notation. We will denote (when no confusion is possible) the Poisson-admissible product by XY instead
of X · Y .

Proposition 7 A Poisson-admissible algebra (P, ·) is flexible, that is, the associator satisfies

A(X,Y,X) = 0

for every X,Y ∈ P.

Proof. From (2.11) we have

3A(X,Y,X) = X2Y + (Y X)X − (Y X)X −X2Y = 0

where X2 = XX. Then (P, ·) is flexible. �

We deduce easily that the associator of the multiplication · satisfies

A(X,Y, Z) +A(Z, Y,X) = 0 (flexibility) (2.12)

A(X,Y, Z) +A(Y, Z,X)−A(Y,X,Z) = 0. (2.13)

Last relation is obtained by writing identity (2.11) for the triples (X,Y, Z), (Y, Z,X) and (Y,X,Z).
Remark. The system {(2.12), (2.13)} is equivalent to the equation

2A(X,Y, Z) +
1
2
A(Y,X,Z) +A(Z, Y,X) +A(Y,Z,X) +

3
2
A(Z,X, Y ) = 0. (2.14)

In fact, (2.12) + (2.13) implies (2.14). Conversely if (2.14) is satisfied, then (2.14) applied to the triple
(X,Y,X) gives

2A(X,Y,X) +A(Y,X,X) +A(X,X, Y ) = 0

and to the triple (X,X, Y )

5A(X,X, Y ) + 5A(Y,X,X) + 2A(X,Y,X) = 0.

We deduce (2.12) and (2.13). It is worth noting that a nonassociative algebra satisfying (2.14) is not always
a Poisson-admissible algebra.

Proposition 8 A Poisson-admissible algebra (P, ·) is a power associative algebra.
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Proof. Recall that a nonassociative algebra is power associative if every element generates an associative
subalgebra. Let X be in (P, ·). We define the power of X by X1 = X, Xi+1 = X ·Xi. We will prove that
Xi+nXj−n = Xi−pXj+p = Xi+j for all i, j ≥ 1 and 1 ≤ p ≤ i, 1 ≤ n ≤ j. Let j ≥ 1. Since (P, ·) is flexible,
we have A(X,Xj−1, X) = 0 and Equation (2.11) gives XXj = XjX. Now we shall use induction over i to
prove that XiXj = XjXi. This identity is trivial for i = 1. Suppose that it is satisfied for some i ≥ 1. Then
relation (2.11) gives

3A(X,Xi, Xj)− (XXj)Xi + (XiXj)X − (XiX)Xj − (XjX)Xi = 0

and as XiXj = XjXi, we obtain

4Xi+1Xj = 3X(XiXj) + (XiXj)X.

Similarly, (2.11) applied to the triple (X,Xj , Xi) gives

4Xj+1Xi = 3X(XjXi) + (XjXi)X.

From the assumption XiXj = XjXi, we obtain Xj+1Xi = Xi+1Xj . By (2.11), this implies A(Xj , X,Xi) =
0. Thus,

Xj+1Xi = XjXi+1 = Xi+1Xj

and XiXj = XjXi for all i, j. Finally, we prove that for fixed i the relation Xi−pXp = Xi is satisfied for
any 1 ≤ p ≤ i. It is evident for p = 1. Take p such that 1 < p < i, and suppose that we have Xi−pXp = Xi.
Then

3A(Xi−p−1, X,Xp) = (Xi−p−1Xp)X + (Xp+1)Xi−p−1 − (Xi−p)Xp

−(XpXi−p−1)X.

By assumption Xi−pXp = Xi = XpXi−p, thus this relation gives

Xp+1Xi−p−1 = Xi−pXp = Xi

and the algebra (P, ·) is power associative. �

Remark. Poisson algebras as K [Σ3]-associative algebras.
In [56], we show that Poisson-admissible algebras belong to some class of K [Σ3]-associative algebras.

If (P, ·) is a Poisson-admissible algebra, we see from (2.11) that the associator of the multiplication satisfies

Aµ ◦ Φv1 = 0

for v1 = Id− τ12 + c. The flexibility identity (2.12) can be written as Aµ ◦ Φv2 = 0 for v2 = Id+ τ13. From
the classification of Theorem 13 , we deduce that any Poisson algebra is an algebra of type (IV1) for α = − 1

2
(we have v = 2Id+ 1

2τ12 + τ13 + c+ 3
2c

2 and Fv is 4-dimensional).

2.3 Algebraic study of Poisson-admissible algebras

If (P, ·) is a Poisson-admissible algebra, we denote by AP the commutative associative algebra with multi-
plication x • y := 1

2 (x · y + y · x) and gP the Lie algebra with bracket [x, y] := 1
2 (x · y − y · x).

2.3.1 Pierce decomposition

A power associative algebra (P, ·) is a nilalgebra if any element X is nilpotent, i.e.

∀X ∈ P,∃r ∈ N such that Xr = 0.

Proposition 9 Any finite dimensional Poisson-admissible algebra which is not a nilalgebra contains a non-
zero idempotent.
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Proof. This is a consequence of the power associativity of a Poisson algebra.

Let e be a non-zero idempotent, i.e. e2 = e. But e • e = 1
2 (e · e + e · e) so e • e = e and e is also an

idempotent of the associative algebra AP . The Leibniz identity implies

{e, x} = {e • e, x} = 2e • {e, x}.

Therefore, {e, x} is either zero or an eigenvector of the operator

L•e : x→ e • x

in AP associated to the eigenvalue 1
2 . Since e is an idempotent, the eigenvalues associated to L•e are 1 or

0. It follows that {e, x} = 0 which implies that e belongs to Z(gP), the center of the Lie algebra gP , and
e · x = e • x = x • e = x · e.

Proposition 10 Let (P, ·) be a Poisson-admissible algebra such that the center of the associated Lie algebra
gP is zero. Then (P, ·) has no idempotent different from zero. If P is finite dimensional then it is a nilalgebra.

Suppose that there exists an idempotent e 6= 0. Since P is flexible, the operators L•e and R•e defined by
L•e(x) = e • x and R•e(x) = x • e commute and L•e = L·e, R

•
e = R·e. Then P decomposes as

P = P0,0 ⊕ P0,1 ⊕ P1,0 ⊕ P1,1,

with Pi,j = {xi,j ∈ P such that exi,j = ixi,j , xi,je = jxi,j} , i, j ∈ {0, 1} . From Proposition 9, e ∈ Z(gP).
So {e, x} = 0 for any x, that is, ex = xe and P0,1 = P1,0 = {0} .

Proposition 11 If the Poisson-admissible algebra (P, ·) has a non-zero idempotent, it admits the Pierce
decomposition

P = P0,0 ⊕ P1,1,

where P0,0 and P1,1 are Poisson-admissible algebras with the induced product.

Proof. We have to show that P0,0 and P1,1 are Poisson subalgebras. Let x, y ∈ P0,0, then ex = ey = xe =
ye = 0. From (2.11), we obtain  −3e(xy) = (xy)e,

0 = (xy)e− (yx)e,
3(xy)e = −(yx)e.

So (xy)e = −3e(xy) = (yx)e = −3(xy)e and (xy)e = e(xy) = 0. Then xy ∈ P0,0. Similarly if x, y ∈ P1,1,
then (2.11) applied to the triple (e, x, y) gives xy = e(xy). The same equation applied to (x, e, y) and (x, y, e)
gives {

(xy)e+ yx− xy − (yx)e = 0,
3(xy)e− 3xy − yx+ (yx)e = 0.

Thus, 4(xy)e− 4xy = 0 which means that (xy)e = xy and P1,1 is a Poisson subalgebra of (P, ·) �
Remark. Poisson algebras are Lie-admissible power-associative algebras. In [73] Kosier gave examples
of simple Lie-admissible power-associative finite-dimensional algebras called anti-flexible algebras. These
algebras also have the property A = A0,0 ⊕A1,1 in every Pierce decomposition.

2.3.2 Pierce decomposition associated to orthogonal idempotents

Let e1 and e2 be non-zero independent orthogonal idempotents, e1e2 = e2e1 = 0. Let P = P1
0,0 ⊕ P1

1,1 =
P2

0,0 ⊕ P2
1,1 be the corresponding Pierce decompositions. Let us suppose that x ∈ P1

0,0. Applying (2.11) to
the triples associated to the elements {e1, e2, x}, we obtain the condition

(xe2)e1 = (e2x)e1 = e1(e2x) = e1(xe2) = 0,
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for the elements xe2 and e2x in P1
0,0. In other words,

Le2(P1
0,0) ⊂ P1

0,0, Re2(P1
0,0) ⊂ P1

0,0,

where Le2(x) = e2x and Re2x = xe2. So, e2 is an idempotent of the Poisson algebra (P1
0,0, ·). Thus we have

P1
0,0 = P1

0,0 ∩ P2
0,0 ⊕ P1

0,0 ∩ P2
1,1.

Using the same reasoning, we can show that if x ∈ P1
1,1 then, e2x = xe2 = 0 and

P1
1,1 = P1

1,1 ∩ P2
0,0 ⊕ P1

1,1 ∩ P2
1,1.

But P2
1,1 ⊂ P1

0,0 so that P1
1,1 ∩ P2

1,1 = {0} and P1
1,1 ∩ P2

0,0 = P1
1,1. Then,

P = P1
0,0 ∩ P2

0,0 ⊕ P1
1,1 ⊕ P2

1,1.

Proposition 12 If e1 and e2 are non-zero orthogonal idempotents, then P decomposes into a direct sum of
Poisson subalgebras,

P = P1
0,0 ∩ P2

0,0 ⊕ P1
1,1 ⊕ P2

1,1.

Proposition 6.19 can be easily generalized to a family of orthogonal idempotents {e1, · · · , ek}. The corre-
sponding decomposition can then be written as

P = ∩ki=1Pi0,0 ⊕ki=1 P
j
1,1.

2.3.3 Radical of a Poisson algebra

We already know that a Poisson algebra (P, ·) is power associative. Recall that an element x ∈ P is nilpotent
if there is an integer r such that xr = 0. An algebra (resp. a two-sided ideal) consisting only of nilpotent
elements is called a nilalgebra (resp. a nilideal). If P is a finite dimensional Poisson algebra, then there
is a unique maximal nilideal N (P) called the nilradical. Let AP be the commutative associative algebra
associated to (P, ·). Then, the Jacobson radical J(AP) of AP contains N (P). Since N (P) is a two-sided
ideal of (P, ·), it is also a Lie ideal of gP . One can easily prove:

Proposition 13 The nilradical N (P) of (P, ·) coincides with the maximal Lie ideal of gP contained in
J (AP).

Remarks.

• In the category of associative algebras, or more generally, of alternative algebras, any nilalgebra is
nilpotent. This is no longer true in the category of Poisson algebras as the following example shows.

Let (P, ·) be the 3-dimensional algebra defined by
e2
i = 0,
e1e2 = −e2e1 = e2,
e1e3 = −e3e1 = −e3,
e2e3 = −e3e2 = e1.

The corresponding algebra AP is abelian and any element of P is nilpotent. The Poisson algebra P
is a nilalgebra. But P2 = P so P is not a nilpotent algebra. This algebra is an example of simple
nilalgebra.

• An element x ∈ P is properly nilpotent if it is nilpotent and xy and yx are nilpotent for any y ∈ P. The
Jacobson radical of AP coincides with the set of properly nilpotent elements of AP . Let x be a properly
nilpotent element of P and suppose that x /∈ N (P). We know that x ∈ J (AP). By Proposition 13,
there exists y ∈ P such that {x, y} /∈ N (P). We have x•y ∈ J (AP). This implies that {x, y} /∈ J (AP),
otherwise xy ∈ J (AP) and N (P) would not be maximal. But x ∈ J (AP), so xy is nilpotent and
xy ∈ J (AP). This is a contradiction and the nilradical coincides with the set of properly nilpotent
elements. Zorn’s theorem concerning nilalgebra still holds in the framework of Poisson algebras.
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• We have seen that any finite dimensional Poisson algebra which is not a nilalgebra contains a non-zero
idempotent. An idempotent e is principal if there is no idempotent u orthogonal to e (i.e. ue = eu = 0
with u2 = u 6= 0). If (P, ·) is not a nilalgebra, AP is not a nilalgebra and it has a principal idempotent
element. Let e be such an element. As e2 = e • e = e, it is an idempotent element of P. If one can find
u such that u2 = u • u = u with ue = eu = 0, then u • e = e • u = 0 which is impossible. Therefore we
have:

Proposition 14 Any finite dimensional Poisson-admissible algebra which is not a nilalgebra contains
a principal idempotent element.

• Let us assume that P is a unitary algebra. If x is an invertible element of P, there exists x−1 ∈ P such
that xx−1 = x−1x = 1. In particular x • x−1 = x−1 • x = 1 and x−1 is the inverse of x in AP . Thus
the inverse of an invertible element of P is unique. Let us note that if P is unitary, finite dimensional
and if the unit is the only idempotent element, any non-nilpotent element is invertible. In fact, such
an element x generates an associative algebra which admits an idempotent. Then 1 ∈ P, which turns
out to be the only idempotent and can be expressed as

1 =
∑

αix
i = x(

∑
αix

i−1).

It follows that
∑
αix

i−1 is the inverse of x.

2.3.4 Simple Poisson algebras

A Poisson-admissible algebra (P, ·) is simple if it has not some proper ideal and if P2 6= {0}. Let Lx and Rx
be the left and right translations by x ∈ P. Let M(P) be the associative subalgebra of End(P) generated
by Lx, Rx for x ∈ P. In this algebra, we have the following relations Lx •Rx = Rx • Lx,

4Lx2 = 3(Lx)2 − (Rx)2 + 2Rx • Lx,
4Rx2 = 3(Rx)2 − (Lx)2 + 2Rx • Lx.

The algebra P is simple if and only if P is a non-trivial irreducible M(P)-module.
One can consider the centralizer C̃ of M(P) in End(P). If P is simple and if C̃ is non-trivial, then C̃ is a

field which is a central simple Poisson algebra over itself.
Remark. We saw in Remarks in 2.3.3 that there are Poisson-admissible algebras which are nilalgebras.
In this case N (P) is non-zero. We can consider the Albert radical R(P) defined as the intersection of all
maximal ideals M of P such that P2 6⊂ M. In the algebra defined in Remark 2.3.3, P2 = P. If M is
maximal and satisfies M ⊆ P2 and M 6= P2, then M = {0} . The Albert radical is {0} which implies the
semi-simplicity of P.

Proposition 15 If (P, ·) is a simple nilalgebra such that x2 = 0 for all x ∈ P then AP is an associative
nilalgebra satisfying (AP)2 = 0.

Proof. The subalgebra P2 = {xy, x, y ∈ P} is an ideal of P, so P2 = P. By hypothesis, for every x ∈ P we
have x2 = 0. Then

(x+ y)2 = x2 + y2 + xy + yx = xy + yx = 0

for all x, y ∈ P2. This implies

x • y =
1
2

(xy + yx) = 0

thus the associative algebra AP is trivial.

We can also consider simple Poisson-admissible algebras which are not nilalgebras. In this case the Albert
radical is {0} and P2 6= 0.
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Proposition 16 Let (P, ·) be a finite dimensional simple Poisson-admissible algebra which is not a nilalge-
bra. Then it has a unit element.

Proof. In fact, P has a principal idempotent e. Its Pierce decomposition P = P0,0 ⊕ P1,1 is such that
P0,0 ⊂ R(P). Then P0,0 = {0} and P = P1,1. Therefore, e = 1.

2.4 Simple complex Poisson algebras such that gP is simple

Lemma 2 Let (P, ·) be a Poisson-admissible algebra. If gP is a simple Lie algebra then P is a simple
algebra.

Proof. If I  P is an ideal of P, then I is also an ideal of gP so I must be trivial.

Proposition 17 If gP is a simple complex Lie algebra, then UV = {U, V } for all U, V ∈ P, that is, the
associative algebra AP satisfies A2

P = {0}.

Proof. Let gP be a simple complex Lie algebra of rank r. Let n−⊕ h⊕ n+ be its root-decomposition, where
h is a Cartan subalgebra. Let {Yj , Hi, Xj} be the corresponding Weyl basis. Since {H2

k , Hi} = 0 for all
i = 1, · · · , r we deduce that

H2
k ∈ h, k = 1, · · · , r.

Thus, H2
k =

∑r
i=1 α

i
kHi. Let us put {Hk, Xj} = ρk,jXj . We obtain

{Hk, X
2
j } = 2ρk,jX2

j

for all k = 1, · · · , r. Thus 2ρk,j are also roots of gP , but this is impossible so X2
j = 0 for every j. Similarly

we have for all k = 1, · · · , r
{Hk, Xj •Xi} = (ρk,j + ρk,j)Xj •Xi

so (ρk,j + ρk,j) are roots. This implies
Xj •Xi = 0.

In the same way we have
Yj • Yi = 0

for all i, j. It turns out that

{H2
k , Xj} = 2Hk • {Hk, Xj} = 2ρk,jHk •Xj =

r∑
i=1

αikρi,jXj

and

ρk,iHk •Xj =
1
2

(
r∑
i=1

αikρi,j)Xj .

For any j there is k such that ρk,j 6= 0. Thus

{Hk •Xj , Xj} = 0 = Hk • {Xj , xj}+ {Hk, Xj} •Xj = ρk,jX
2
j

and
X2
j = 0, ∀j.

By similar arguments, the identities Y 2
j = 0 hold. For i = 1, · · · , r we have

{X2
i , Yi} = 0 = 2Xi • {Xi, Yi} = −4Xi •Hi.

Thus,
∑
αjiρj,i = 0. As the matrix (ρj,i) is non-singular, we deduce that αji = 0, i.e,

H2
i = 0,∀i = 1, · · · , r.

The Poisson algebra P is a nilalgebra. Moreover, Hi •Xj = Hi • Yj = 0 and we conclude that U • V = 0 for
all U, V ∈ AP . �
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2.5 Classification of finite dimensional complex Poisson algebras

Let P be a finite dimensional complex Poisson algebra.

Lemma 3 If there is a non-zero vector X ∈ gP such that adX is diagonalizable with 0 as a simple root,
then A2

P = {0}.

Proof. Let {e1, · · · , en} be a basis of gP such that ad e1 is diagonal with respect to this basis. By assumption,
{e1, ei} = λiei with λi 6= 0 for i ≥ 2. Since {e2

1, e1} = 2e1 • {e1, e1} = 0, it follows that e2
1 = ae1. But for

any i 6= 1, {e2
1, ei} = 2e1 • {e1, ei} = 2λie1 • ei and {e2

1, ei} = aλiei, thus e1 • ei = a
2ei. The associativity

of the product • implies that (e1 • e1) • ei = ae1 • ei = a2

2 ei = e1 • (e1 • ei) = a2

4 ei. Therefore a = 0 and
e2

1 = 0 = e1 • ei for any i. Finally, 0 = {e1 • ej , ei} = e1 • {ej , ei} + ej • {e1, ei} = λiej • ei, which implies
ei • ej = 0, ∀i, j ≥ 1. �

2.5.1 Classification of 2 dimensional Poisson algebras

• If gP is abelian then AP can be any complex associative commutative algebra and XY = X • Y . In this
case the classification of Poisson algebras boils down to the classification of commutative associative complex
algebras [36].

• If gP is not abelian, it is solvable and isomorphic to the Lie algebra given by {e1, e2} = e2. From Lemma 3
we know that AP is trivial and eiej = {ei, ej} for i, j = 1, 2.

2.5.2 Classification of 3 dimensional Poisson algebras

• If gP is abelian then AP can be an arbitrary associative commutative algebra and XY = X • Y . In this
case the classification is given in [36].
• If gP is nilpotent but not abelian it is isomorphic to the Heisenberg algebra. Let us consider a basis
{ei}i=1,2,3 of gP such that {e1, e2} = e3. It follows from the Leibniz identities that e2

1 = ae1 + be3. But
{e2

1, e2} = 2e1 • e3 = ae3 and {e1 • e3, e2} = e3 • e3 = {ae3, e2} = 0. The associativity of • implies that a = 0.
We see that

e2
1 = αe3, e1 • e3 = e2

3 = 0.

Similarly,
e2

2 = βe3, e2 • e3 = 0.

Finally, {e1 • e2, ei} = 0 for i = 1, 2, 3 implies e1 • e2 = γe3. Thus AP is isomorphic to the algebra: e2
1 = αe3,
e2

2 = βe3,
e1 • e2 = e2 • e1 = γe3.

We obtain the following Poisson algebra 
e2

1 = αe3,
e2

2 = βe3,
e1 · e2 = (γ + 1)e3,
e2 · e1 = (γ − 1)e3.

The base change {
e′1 = ae1 + be2

e′2 = ce1 + de2

gives {
(e′1)2 = (a2α+ 2abγ + b2β)e3,
(e′2)2 = (c2α+ 2cdγ + d2β)e3.
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If γ2−αβ 6= 0, the equation α+ 2xγ+x2β = 0 has two distinct roots and we can assume that e′1 and e′2 are
linearly independent such that (e′1)2 = (e′2)2 = 0. In this case the only possible values of parameters α and
β are α = β = 0. We obtain the one-parametric family

P3,1(γ) =


e2

1 = e2
2 = e2

3 = 0,
e1 · e2 = (1 + γ)e3,
e2 · e1 = (−1 + γ)e3,
e1 · e3 = e3 · e1 = e3 · e2 = e2 · e3 = 0.

If γ2−αβ = 0 and if β 6= 0, we can always choose c and d such that e2
2 = 0. Then we can suppose that β = 0.

This implies γ = 0. If α = 0 we obtain P3,1(0). If α 6= 0, we can assume α = 1 which gives the algebra:

P3,2 =


e2

1 = e3,
e2

2 = e2
3 = 0,

e1 · e2 = e3,
e2 · e1 = −e3,
e1 · e3 = e3, ·e1 = e3 · e2 = e2 · e3 = 0.

• Suppose that gP is solvable but not nilpotent. Then the following three cases may happen.
i) The multiplication is defined by {e1, e2} = e2. Then (P, ·) is isomorphic to one of the following Poisson

algebras: 

e2
1 = αe3,
e1 · e2 = −e2, ·e1 = e2,
e1 · e3 = e3 · e1 = βe3,
e2

2 = 0
e2 · e3 = e3 · e2 = 0,
e2

3 = γe3

with β2 = αγ,



e2
1 = 0,
e1 · e2 = e2,
e2 · e1 = −e2,
e1 · e3 = e3, ·e1 = γe1,
e2

2 = 0,
e2 · e3 = e3 · e2 = γe2,
e2

3 = γe3.

The first family give the Poisson algebras

P3,3(α) =



e2
1 = α2e3,
e1 · e2 = −e2 · e1 = e2,
e1 · e3 = e3 · e1 = αe3,
e2

2 = 0,
e2 · e3 = e3 · e2 = 0,
e2

3 = e3

, P3,4 =


e2

1 = e3,
e1 · e2 = −e2 · e1 = e2,
e1 · e3 = e3 · e1 = 0, and
e2

2 = e2
3 = 0,

e2 · e3 = e3 · e2 = 0,

P3,5 =


e2

1 = e2
2 = e2

3 = 0,
e1 · e2 = −e2 · e1 = e2,
e1 · e3 = e3 · e1 = 0,
e2 · e3 = e3 · e2 = 0.

The second family reduces to

P3,6 =



e2
1 = e2

2 = 0,
e2

3 = e3,
e1 · e2 = e2,
e2 · e1 = −e2,
e1 · e3 = e3 · e1 = e1,
e2 · e3 = e3 · e2 = e2.

ii) The multiplication is given by {e1, e2} = e2 and {e1, e3} = αe3 with α 6= 0. From Lemma 3, (P, ·) is
isomorphic to

P3,7(α) =


e2

1 = e2
2 = e2

3 = 0,
e1 · e2 = −e2 · e1 = e2,
e1 · e3 = −e3 · e1 = αe3,
e2 · e3 = e3 · e2 = 0.

, α 6= 0.
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iii) The multiplication is given by {e1, e2} = e2 +e3 and {e1, e3} = e3. Since 1 is an eigenvalue of ade1 with
multiplicity 2, by adapting the proof of Lemma 3, we can conclude that AP is trivial. We get the Poisson
algebra:

P3,8 =


e2

1 = e2
2 = e2

3 = 0,
e1 · e2 = −e2 · e1 = e2 + e3,
e1 · e3 = −e3 · e1 = e3,
e2 · e3 = e3 · e2 = 0.

• If gP is simple, it is isomorphic to sl(2). Therefore, it is rigid. We have already studied this case previously.
We deduce that P is isomorphic to

P3,9 =


e2

1 = e2
2 = e2

3 = 0,
e1 · e2 = −e2 · e1 = 2e2,
e1 · e3 = −e3 · e1 = −2e3,
e2 · e3 = −e3 · e2 = e1.

2.6 Cohomology of Poisson algebras

In [79], A. Lichnerowicz introduced a cohomology for Poisson algebras. The k-cochains are skew-symmetric
k-linear maps that are derivatives in each of their arguments. The coboundary operator denoted by δLP is
given by

δLPϕ(X0, · · · , Xk) =
k∑
i=0

(−1)i
[
Xi, ϕ(X0, · · · , X̌i, · · · , Xk)

]
+

∑
0≤i<j≤k

(−1)i+jϕ({Xi, Xj}, X0, · · · , X̌i, · · · , X̌j , · · · , Xk)

where X̌i means that the term Xi is omitted and {, } is the Lie bracket of the Poisson multiplication. Note
that if f : P1 → P2 is a morphism of Poisson algebras, then f does not lead, in general, to a nontrivial
functorial morphism between the cohomology groups. The functoriality question for Poisson cohomology
has been addressed in the literature for instance in [66].

Since the Lichnerowicz cohomology pays attention only to the Lie part of a Poisson algebra, we need a
better definition of cohomology that would, for instance, govern general deformations of Poisson algebras.
Such a definition is provided by theory of quadratic Koszul operads. We describe it in details only in degrees
0, 1, 2 and 3. Our approach will be based on the definition of Poisson-admissible algebras.

2.6.1 The k−cochains

We proved in [56] that for any K[Σ3]2-associative algebra (A, µ) defined by the relation

ALµ ◦ φv −ARµ ◦ φw = 0,

with v, w ∈ K[Σ3], the cochains ϕ ∈ Ci(A,A) can be chosen invariant under F⊥v ∩ F⊥w (for the notations see
[56]). For a Poisson algebra we have v = Id, w = 3Id − τ23 + τ12 − c + c2. Then F⊥v ∩ F⊥w = {0} and if
Ck(P,P) is the space of k-cochains of P, we obtain

Ck(P,P) = End(P⊗
k

,P).

Remark. In [91] an explicit presentation of the space of cochains is given using operads. More precisely,
we have

Ck(P,P) = Lin(Poiss(n)! ⊗Σn V
⊗n , V )

where V is the underlying vector space (here Cn). But End(P⊗k ,P) and Lin(Poiss(n)! ⊗Σn V
⊗n , V ) are

isomorphic.
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2.6.2 The coboundary operators δkP , (k = 0, 1, 2)

Notation. Let (P, ·) be a Poisson algebra, gP and AP its corresponding Lie and associative algebras. We
denote by H?

C(gP , gP) = Z∗C(gP , gP)/B∗C(gP , gP) the Chevalley cohomology of gP and by H?
H(AP ,AP) the

Harrison cohomology of AP . We will define coboundary operators δkP on Ck(P,P).

i) k = 0. We put

H0(P,P) = {X ∈ P such that∀Y ∈ P, X · Y = 0} .

ii) k = 1. For f ∈ End(P,P), we put

δ1
Pf(X,Y ) = f(X) · Y +X · f(Y )− f(X · Y ),

for any X,Y ∈ P. Then we have

H1(P,P) = H1
C(gP , gP) ∩H1

H(AP ,AP).

iii) k = 2. For ϕ ∈ C2(P,P) we define

δ2
Pϕ(X,Y, Z) = 3ϕ(X · Y, Z)− 3ϕ(X,Y · Z)− ϕ(X · Z, Y )− ϕ(Y · Z,X)

+ϕ(Y ·X,Z) + ϕ(Z ·X,Y ) + 3ϕ(X,Y ) · Z − 3X · ϕ(Y,Z)
−ϕ(X,Z) · Y − ϕ(Y,Z) ·X + ϕ(Y,X) · Z + ϕ(Z,X) · Y.

The space H2(P,P) parametrizes deformations of the multiplication of P. We saw in the previous sections
that deformations of (P, ·) induce deformations of gP and of AP . In contrast to H∗(P,P), the Lichnerowicz-
Poisson cohomology reflects deformations of the bracket only.

Suppose that the Poisson product satisfies X · Y = −Y ·X. In this case {X,Y } = X · Y and X • Y = 0.
If ϕ ∈ C2(P,P) is also a skew-symmetric map, then

δ2
Pϕ(X,Y, Z) = 2ϕ(X · Y,Z) + 2ϕ(Y · Z,X)− 2ϕ(X · Z, Y )

+2ϕ(X,Y ) · Z + 2ϕ(Y, Z) ·X − 2ϕ(X,Z) · Y
= δ2

L,Pϕ(X,Y, Z).

We recognize the formula as the Lichnerowicz-Poisson differential.

Proposition 18 Let ϕ be in C2(P,P). If ϕa and ϕs are respectively the skew-symmetric and the symmetric
parts of ϕ then we have:

12δ2
Cϕa(X,Y, Z) = δ2

Pϕ(X,Y, Z)− δ2
Pϕ(Y,X,Z)− δ2

Pϕ(Z, Y,X)
−δ2
Pϕ(X,Z, Y ) + δ2

Pϕ(Y,Z,X) + δ2
Pϕ(Z,X, Y ),

12δ2
Hϕs(X,Y, Z) = δ2

Pϕ(X,Y, Z)− δ2
Pϕ(Z, Y,X) + δ2

Pϕ(X,Z, Y )
−δ2
Pϕ(Z,X, Y ).

Proof. The proof is a straightforward calculation. Recall that if ϕ is a skew-symmetric bilinear map then
the Chevalley coboundary operator is given by

δC(ϕ)(X,Y, Z) = {ϕ(Y,Z)X}+ {ϕ(Z,X), Y }+ {ϕ(X,Y ), Z}
+ϕ({X,Y }, Z) + ϕ({Z,X}, Y ) + ϕ({Y,Z}, X)

and if ϕ is a symmetric bilinear map, the Harrison coboundary operator is given by

δH(ϕ)(X,Y, Z) = ϕ(X,Y ) • Z −X • ϕ(Y, Z) + ϕ(X • Y,Z)
−ϕ(X,Y • Z).

Now, to compute δ2
Cϕa we replace ϕa(X,Y ) by (ϕ(X,Y )− ϕ(Y,X))/2 and {X,Y } by (X · Y − Y ·X)/2 in

the expression of δ2
Cϕa(X,Y, Z). We leave it to the reader.

Corollary 19 Let ϕs and ϕa be the symmetric and skew-symmetric parts of ϕ ∈ C2(P,P). If ϕ ∈ Z2(P,P),
then ϕs ∈ Z2

H(AP ,AP) and ϕa ∈ Z2
C(gP , gP).
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2.6.3 Relation between Z2
H(AP ,AP) , Z2

C(gP , gP) and Z2(P ,P)

To show the relation between Z2(P,P) and the classical Chevalley and Harrison cohomological spaces, we
have to introduce the following operators

L1,L2 : C2(P,P)→ C3(P,P).

They are given by
L1(ϕ)(X,Y, Z) = ϕ(X • Y,Z)− ϕ(X,Z) • Y −X • ϕ(Y, Z)

and
L2(ϕ)(X,Y, Z) = −3ϕ(X, {Y,Z}) + {ϕ(X,Y ), Z} − {ϕ(X,Z), Y }.

Lemma 4 Let ϕ ∈ C2(P,P). If ϕs and ϕa are the symmetric and skew-symmetric parts of ϕ, we have

δ2
Pϕ = δ2

Cϕa + 2δ2
Hϕs + δ̃2

Cϕs + δ̃2
Hϕa + L1(ϕa) + L2(ϕs),

where δ̃C and δ̃H are the linear maps C2(P,P)→ C3(P,P) extending naturally δC and δH .

Proof. Starting from ϕ = ϕa + ϕs and X · Y = {X,Y }+X • Y we obtain

δ2
Pϕ(X,Y, Z) = 3ϕa({X,Y }, Z)− 3ϕa(X, {Y, Z})− ϕa({X,Z}, Y )

−ϕa({Y,Z}, X) + ϕa({Y,X}, Z) + ϕa({Z,X}, Y ) + 3{ϕa(X,Y ), Z}
−3{X,ϕa(Y,Z)} − {ϕa(X,Z), Y } − {ϕa(Y,Z), X}+ {ϕa(Y,X), Z}
+{ϕa(Z,X), Y }+ 3ϕa(X • Y, Z)− 3ϕa(X,Y • Z)− ϕa(X • Z, Y )
−ϕa(Y • Z,X) + ϕa(Y •X,Z) + ϕa(Z •X,Y ) + 3ϕa(X,Y ) • Z
−3X • ϕa(Y,Z)− ϕa(X,Z) • Y − ϕa(Y,Z) •X + ϕa(Y,X) • Z
+ϕa(Z,X) • Y + 3ϕs({X,Y }, Z)− 3ϕs(X, {Y,Z})− ϕs({X,Z}, Y )
−ϕs({Y,Z}, X) + ϕs({Y,X}, Z) + ϕs({Z,X}, Y ) + 3{ϕs(X,Y ), Z}
−3{X,ϕs(Y,Z)} − {ϕs(X,Z), Y } − {ϕs(Y,Z), X}+ {ϕs(Y,X), Z}
+{ϕs(Z,X), Y }+ 3ϕs(X • Y,Z)− 3ϕs(X,Y • Z)− ϕs(X • Z, Y )
−ϕs(Y • Z,X) + ϕs(Y •X,Z) + ϕs(Z •X,Y ) + 3ϕs(X,Y ) • Z
−3X • ϕs(Y,Z)− ϕs(X,Z) • Y − ϕs(Y,Z) •X + ϕs(Y,X) • Z
+ϕs(Z,X) • Y

Since ϕa is skew-symmetric and ϕs symmetric, this relation gives

δ2
Pϕ(X,Y, Z) = 2ϕa({X,Y }, Z)− 2ϕa(X, {Y, Z})− 2ϕa({X,Z}, Y )

+2{ϕa(X,Y ), Z} − 2{X,ϕa(Y, Z)} − 2{ϕa(X,Z), Y }+ 4ϕa(X • Y, Z)
−2ϕa(X,Y • Z) + 2ϕa(X,Y ) • Z − 4X • ϕa(Y,Z)− 2ϕa(X,Z) • Y
+2ϕs({X,Y }, Z)− 4ϕs(X, {Y,Z})− 2ϕs({X,Z}, Y ) + 4{ϕs(X,Y ), Z}
−2{X,ϕs(Y,Z)}+ 4ϕs(X • Y,Z)− 4ϕs(X,Y • Z) + 4ϕs(X,Y ) • Z
−4X • ϕs(Y,Z),

that is,
δ2
Pϕ(X,Y, Z) = 2δCϕa(X,Y, Z) + 2δ̃Hϕa(X,Y, Z) + 2L1(ϕa)(X,Y, Z)

+4δHϕs(X,Y, Z) + 2δ̃Cϕs(X,Y, Z) + 2L2(ϕs)(X,Y, Z).

Hence the lemma.

Theorem 20 Let ϕ be in C2(P,P)and let ϕs , ϕa be its symmetric and skew-symmetric parts. Then the
following propositions are equivalent:

1. δ2
Pϕ = 0.

2.
{
i) δ2

Cϕa = 0, δ2
Hϕs = 0,

ii) δ̃2
Cϕs + δ̃2

Hϕa + L1(ϕa) + L2(ϕs) = 0.
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Proof. 2⇒ 1 is a consequence of Corollary 19. 1⇒ 2 is a consequence of Corollary 19 and Lemma 4.

Applications.
Suppose that ϕ is skew-symmetric. Then ϕ = ϕa and ϕs = 0. Then δ2

Pϕ = 0 if and only if δ2
Cϕ = 0 and

δ̃2
Hϕ + L1(ϕ) = 0. If we suppose moreover that ϕ is a biderivation on each argument, that is, L1(ϕ) = 0,

then Theorem 20 implies that δ2
Pϕ = 0 if and only if δ̃2

Hϕ = 0. But

δ̃2
Hϕ(X,Y, Z) = ϕ(X,Y ) • Z −X • ϕ(Y,Z) + ϕ(X • Y, Z)− ϕ(X,Y • Z)

= L1(ϕ)(X,Y, Z) + L1(ϕ)(Y,Z,X).

Thus δ̃2
Hϕ = 0 as soon as L1(ϕ) = 0.

Proposition 19 Let ϕ be a skew-symmetric map which is a biderivation, that is, ϕ is a Lichnerowicz-
Poisson 2-cochain. Then ϕ ∈ Z2

LP (P,P) if and only if ϕ ∈ Z2
P(P,P).

Similarly, if ϕ is symmetric, then δ2
Pϕ = 0 if and only if δ2

Hϕ = 0 and δ̃2
Cϕ+ L2(ϕ) = 0.

2.6.4 The case k=3

We need to define δ3
Pψ for ψ ∈ C3(P,P) so that H3(P,P) represents obstructions to the integrability of

infinitesimal deformations of the Poisson algebra P. For each ψ ∈ C3(P,P) we consider

ψ̂(Z, T,X · Y ) = ψ(Z, T,X · Y )− ψ(Z, T ·X,Y ) + 1
3ψ(Z, T · Y,X)

+ 1
3ψ(Z,X · Y, T )− 1

3ψ(Z,X · T, Y )− 1
3ψ(Z, Y · T,X).

Suppose that X ·ψ(Y, Z, T ) appears in δ3
Pψ(X,Y, Z, T ). Since δ3

P ◦δ2
Pϕ = 0, we see that the term X ·ϕ(Y, Z ·T )

occurs in X ·δ2
Pϕ(Y, Z, T ). This term appears only once if ϕ is not skew-symmetric. Thus, in the general case,

δ3
Pψ(X,Y, Z, T ) cannot contain terms as X ·ψ(Y,Z, T ). We conclude that δ3

Pψ(X,Y, Z, T ) can be written as:

δ3
Pψ(X,Y, Z, T ) = α1ψ̂(Z, T,X · Y ) + α2ψ̂(Y, T,X · Y ) + α3ψ̂(Y, Z,X · T )

+α4ψ̂(X,T, Y · Z) + α5ψ̂(X,Z, Y · T ) + α6ψ̂(X,Y, Z · T ).

From the relations between Z2(P,P) and Z2
H(AP ,AP) , Z2

C(gP , gP), we have to assume that

δ3
Pψ(X,Y, Z, T ) = 0

as soon as ψ is a Lichnerowicz-Poisson cochain. This permits to compute the constants αi.

2.7 Deformations of complex Poisson algebras

2.7.1 Generalities

By a deformation we understand a formal deformation in Gerstenhaber’s sense. It turns out that formal
deformations are equivalent to perturbations in the sense of Chapter 12 ([54]).

Let P = (V, µ) be a Poisson algebra with multiplication µ and V the underlying complex vector space.
Let C[[t]] be the ring of complex formal power series. A deformation of µ (or P) is a C-bilinear map:

µ′ : V × V −→ V ⊗ C[[t]]

given by
µ′(X,Y ) = µ(X,Y ) + tϕ1(X,Y ) + t2ϕ2(X,Y ) + · · ·+ tnϕn(X,Y ) + · · ·

for all X,Y ∈ V such that ϕi are bilinear maps satisfying, for k ≥ 1,
∑
i+j=2k+1 ϕi ◦ ϕj + ϕj ◦ ϕi + δ(ϕk+1) = 0,∑
i+j=2k,i<j ϕi ◦ ϕj + ϕj ◦ ϕi + δ(ϕk) + ϕk ◦ ϕk = 0,
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with
ϕi ◦ ϕj(X,Y, Z) = ϕi(ϕj(X,Y ), Z)+)− ϕi(X,ϕj(Y,Z))− 1

3ϕi(ϕj(X,Z), Y )
− 1

3ϕi(ϕj(Y,Z), X) + 1
3ϕi(ϕj(Y,X), Z) + 1

3ϕi(ϕj(Z,X), Y )

and δϕi the coboundary operator of the Poisson cohomology defined in the previous section.

Definition 21 A Poisson algebra P = (V, µ) is rigid if every deformation µ′ is isomorphic to µ, i.e., if
there exists f ∈ Gl(V ⊗ C[[t]]) such that

f−1(µ(f(X), f(Y ))) = µ′(X,Y ),

for all X,Y ∈ V.

As for Lie or associative algebras, one can show, using similar arguments:

Proposition 20 If H2(P,P) = 0, then P = (V, µ) is rigid.

The converse is not true. A rigid complex n-dimensional Poisson algebra with H2(P,P) 6= 0 corresponds to
a point µ of the algebraic variety of Poisson structures on Cn such that the corresponding affine schema is
not reduced at this point. We will see an example in the following section.

2.7.2 Finite dimensional complex rigid Poisson algebras

Let P = (Cn, µ) be an n-dimensional complex Poisson algebra and suppose that the associated Lie algebra
gP is a finite dimensional rigid solvable Lie algebra. It follows from [4] that gP can be written as gP = t⊕ n,
where n is the nilradical and t a maximal abelian subalgebra such that the operators adX are semi-simple
for all X in t. The subalgebra t is called the maximal exterior torus and its dimension the rank of gP .

Suppose that dim t = 1 and for X ∈ gP , X 6= 0, the restriction of the operator adX on n is invertible (all
known solvable rigid Lie algebras satisfy this hypothesis). By Lemma 3, the associated algebra AP satisfies
A2
P = {0}.

Theorem 22 Let P a complex Poisson algebra such that gP is rigid solvable of rank 1 (i.e dim t = 1) with
non-zero roots. Then P is a rigid Poisson algebra.

Proof. If µ′ is a deformation of µ, then the corresponding Lie bracket { , }µ′ is a deformation of the Lie
bracket { , }µ of gP . Since (gP , { , }µ) is rigid, then { , }µ′ is isomorphic to { , }µ. If we denote by
P ′ = (Cn, µ′) the deformation of P = (Cn, µ), then AP′ satisfies also A2

P′ = {0}. So, µ′ is isomorphic to µ
and P is rigid.

Proposition 21 Let g be a rigid solvable Lie algebra of rank 1 with non-zero roots. Then there is only one
Poisson algebra (P, ·) such that gP = g. It is defined by

Xi ·Xj = {Xi, Xj}.

Example. The Poisson algebra P2,6 is rigid with dimH2(P,P) = 0. In fact,

Z2(P,P) =
{
ϕ ∈ C2(P,P), ϕ(e1, e1) = ϕ(e2, e2) = 0, ϕ(e1, e2) = −ϕ(e2, e1)

}
and for every f ∈ End(P) we have δf(e1, e1) = 0 = δf(e2, e2) and δf(e1, e2) = −δf(e2, e1) = ae1 + be2. We
observe that H2

C(gP , gP) = 0.

We can generalize the previous result to rigid solvable Lie algebras (gP , { , }µ) of rank r. In this case the
nilradical n is graded by the roots of t [4]. If none of the roots is zero, then using the same arguments as in
Lemma 14, we prove that A2

P = {0} and P is rigid. Then we have
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Proposition 22 Let (P, µ) be an n-dimensional complex Poisson algebra such that gP is a solvable rigid
Lie algebra of rank r. If the roots are non-zero, then (P, µ) is rigid and A2

P = {0}.

Remarks.

• We show how a rigid Lie algebra with H2
C(gP , gP) 6= 0 leads to a rigid Poisson algebra with the same

property. Consider a Poisson-admissible algebra satisfying the hypothesis of Proposition 22. Thus
µ = { , }µ and if ϕ ∈ Z2(P,P) is the first term of a deformation of µ, then ϕ is a skew-symmetric map
and δϕ(X,Y, Z) = (2/3)δCϕ(X,Y, Z). In particular, if gP is rigid with H2

C(gP , gP) 6= 0 then P is rigid
with H2(P,P) 6= 0. This gives examples of rigid Poisson algebras with non-trivial cohomology based
on the constructions of [52].

• It may happen that a Poisson algebra P is rigid although gP is not. An example is the Poisson algebra
P3,6.

• We can consider deformations of P which leave the associated product of AP unchanged. This
means that ϕ is a skew-bilinear map and cocycles of the Poisson cohomology are also cocycles of
the Lichnerowicz-Poisson cohomology. In this case H2(P,P) = H2

C(gP , gP).

2.7.3 The Poisson algebra S(g)

Let g be a finite dimensional complex Lie algebra. We denote by S(g) the symmetric algebra on the vector
space g. It is an associative commutative algebra. Let {e1, · · · , en} be a fixed basis of g and {ei, ej} =∑k
i,j C

k
ijek its structure constants. We define on S(g) a structure of Lie algebra by

P0(p, q) =
n∑

i,j,k=1

Ckijek

(
∂p

∂ei

∂q

∂ej
− ∂p

∂ej

∂q

∂ei

)
,

where p = p(e1, · · · , en) and q = q(e1, · · · , en) ∈ S(g) = C[e1, · · · , en]. Let p • q be the ordinary associative
product of the polynomials p and q. The Lie bracket satisfies the Leibniz rule with respect to this product.
If

P̃0(p, q) = P0(p, q) + p • q

then (S(g), P̃0) is a Poisson algebra. This structure is usually called the linear Poisson structure on S(g).
In this subsection we investigate deformations P̃ of P̃0 on S(g) which leave the associated structure

(AS(g), •) unchanged. We call such deformations Lie deformations of the Poisson algebra (S(g), P̃0). Any
deformation of the bracket P0 can be expanded into

P = P0 + tφ1 + · · ·+ tkφk + · · ·

and the corresponding Lie deformation of P̃0 is

P̃ = P̃0 + tφ1 + · · ·+ tkφk + · · · .

Then φ1 ∈ Z2
L,P ((S(g), P̃0), (S(g), P̃0)).

Suppose now that g = t⊕ n is a complex solvable rigid Lie algebra.

Proposition 23 If g is a complex solvable rigid Lie algebra with dim t ≥ 2, then the Lie algebra (S(g), P0)
is not rigid.

Proof. Let φ : S(g) × S(g) −→ S(g) be a skew-bilinear map given by φ(X1, X2) = α12.1 when X1, X2 ∈ t
and φ(Y1, Y2) = 0 when Y1, Y2 ∈ g but Y1 or Y2 is not in t. By the assumption, φ is a derivation in each
argument, so φ can be extended onto S(g). It is easy to see that φ ∈ Z2

C(S(g), S(g)). Since P0 + tφ is not
isomorphic to P0, we have obtained a non-trivial deformation.
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Corollary 23 [103] If g is a complex solvable rigid Lie algebra with dim t ≥ 2, then the Poisson algebra
(S(g), P̃0) is not rigid.

Now we consider the case dim t = 1.

Lemma 5 The maximal exterior torus t is a Cartan subalgebra of (S(g), P0).

Proof. We denote by {X,Y1, · · · , Yn−1} a basis of g = t⊕ n adapted to this decomposition. By definition of
t we have {X,Yi} = λiYi. Then 

P0(Xi, Xj) = 0 for any i, j,
P0(Xi, Yj) = iλjX

i−1Yj ,
P0(X,XYj) = λjXYj ,
P0(X,YiYj) = (λi + λj)YiYj ,

so that adP0X is a diagonal derivation of S(g).

We conclude that the Lie algebra (S(g), P0) is graded by the eigenvalues of adP0X. In [52] families of rigid
Lie algebras of rank 1 were classified. This classification can be used to study S(g) for a general rigid Lie
algebra. We illustrate it on the case where the eigenvalues of adgX are

1, 2, · · · , n− 1.

It follows from [4] that,
- If 3 ≤ n ≤ 6 or 9 ≤ n ≤ 12 then g is not rigid.
- In the remaining cases, g is rigid.

We consider a deformation of P̃0 given as P̃ = P̃0 + tφ1 + · · · with φ1 ∈ Z2
L,P ((S(g, P̃0), (S(g, P̃0)). It is

clear that if φ1(Y, Z) = 0 for every Y,Z ∈ g then φ1 = 0. Let Ip be the Lie ideal of S(g) whose elements are
polynomials of degree greater than or equal to p. If we denote by Sp(g) the quotient Lie algebra S(g)/Ip+1,
then Sp(g) = C{1} ⊕Kp(g) where Kp(g) is generated by polynomials of degree greater than or equal to 1.
Since ˜(P, ·) is a Lie deformation it preserves this decomposition. Thus we need to study the Lie algebra
Kp(g). The Lie subalgebra generated by {X} is a maximal exterior torus of Kp(g). The vector X is, in the
terminology of [4], a regular vector. The eigenvalues of adKp(g)X are (1, 2, · · · , n − 1, n, · · · , p(n − 1)). Let
(S(X)) be the corresponding root system [4]. It is easy to see that its rank is equal to dim(n) − 2. This
proves that Kp(g) is not rigid. But since we suppose that φ1 is a derivation in each argument, this implies
that φ1(X,X2) = 0 and the rank of (S(X)) is dim(n) − 1. The grading of Kp(g) by the roots of adKp(g)X
is preserved by such a deformation.

The cocycle φ1 leaves each of the eigenspaces of adX invariant. Let k, k ≤ n − 1, be the smallest index
such that φ1 restricted to the eigenspace associated to the eigenvalue k of adX is non-zero. Then Hk(g)
is a non-rigid Lie algebra such that φ1 is a cocycle determined by a deformation. Conversely, let φ1 be
a 2-cocycle of the Lie algebra Kp(g) which is a derivation in each argument such that there exists i with
φ1(Yi, Yp−i) 6= 0. Then we can extend φ1 to S(g) to obtain a deformation of S(g).

Examples.

1. Let us suppose that g is the two dimensional non-abelian rigid solvable Lie algebra with the bracket
defined by [X,Y ] = Y . Let (S(g), P0) be the corresponding Poisson algebra. Then P0(X,Y ) = Y . If P is a
deformation of P0, since dim(n) = 1, P = P0 and (S(g), P0) is rigid.

2. Let us suppose that g is the decomposable 3-dimensional solvable Lie algebra whose brackets are in the
basis {X,Y1, Y2} given by:

[X,Yi] = iYi, i = 1, 2.

This Lie algebra is not rigid but, as we argued in Section 2.2, there exists only one Poisson algebra structure
whose corresponding Lie algebra is g. This Poisson algebra is P3,7(2) and it can be deformed into P3,7(2+ t).
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The corresponding cocycle of deformation is given by φ(X,Y2) = Y2. It defines a deformation of (S(g), P0).
The cases n = 4, 5 can be discussed in the same manner.

3. If n = 6, then g is rigid. Its structure constants are given by [X,Yi] = iYi, i = 1, · · · , 5,
[Y1, Yi] = Yi+1, i = 2, 3, 4,
[Y2, Y3] = Y5.

The Lie algebra K2(g) can be deformed using the cocycle φ1(Y1, Y3) = Y 2
2 . Then (S(g), P0) is not rigid.

More generally, if we suppose n > 12, then g is rigid. In this case, the deformations of (S(g), P0) have been
studied in [48].
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Chapter 3

Non-Coassociative coalgebras,
Lie-admissible coalgebras

The theory of quantum groups is based on the deformation of the enveloping algebra of a rigid Lie algebra
such as sl(2,C). In this case, we do not deform the associative structure of the enveloping algebra, but
the structure of Hopf algebra. Recall that a Hopf algebra is a vector space equipped simultaneously with
an associative algebra and coassociative coalgebra structures, compatibility conditions between these two
structures and existence of an antipode. The coassociative product is a linear map between the algebra and
this algebra tensorised by itself. The enveloping algebra of a Lie algebra, tensor and symmetric algebras
are also naturally provided with a Hopf structure. The aim of this chapter is to generalize the notion
of coassociative comultiplication to noncoassociative comultiplication and define a similar concept of G-
coassociative coalgebras. We prove that the usual properties, that we have for the associative case, extends
to the G-associative case. For example, the dual vector space of a finite dimensional G-associative algebra
has a G-coassociative coalgebra structure, existence of a convolution product provides Hom(M,A) (where
M is a G-associative coalgebra and A is a G-associative algebra) with a G-associative structure.

We define the category of G!-algebras by the property that the tensor product of a G-algebra with a
G!-algebra is also a G-algebra. In fact, G!-algebras are related to the dual of the operad for G-algebras. In
Chapter 6, we generalize this construction of tensor product and study current algebras and operad.

We begin to explore bialgebras in the context of Lie-admissible algebras.

3.1 Definitions and examples

Let M be a K-vector space and ∆ a comultiplication in M, that is, a K-linear map:

∆ : M →M ⊗M.

The coassociator of ∆ is denoted by

Ã∆ = (∆⊗ Id) ◦∆− (Id⊗∆) ◦∆ (3.1)

and the flip τ : M⊗2 →M⊗2 is the linear map defined by τ(x⊗ y) = y ⊗ x.

For every σ in the symmetric group Σ3, we define a linear map on M⊗3

ΦMσ : M⊗3 →M⊗3

by
ΦMσ (x1 ⊗ x2 ⊗ x3) = xσ−1(1) ⊗ xσ−1(2) ⊗ xσ−1(3).

41
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Definition 24 The pair (M,∆) is a Lie-admissible coalgebra if the linear map

∆L : M →M ⊗M

defined by ∆L = ∆− τ ◦∆ is a Lie coalgebra comultiplication, that is, if ∆L satisfies{
τ ◦∆L = −∆L,

Ã∆L
+ ΦMc ◦ Ã∆L

+ ΦMc2 ◦ Ã∆L
= 0.

We have the following characterization of a Lie-admissible comultiplication.

Proposition 24 A comultiplication ∆ on M is a Lie-admissible comultiplication if and only if ∆ satisfies∑
σ∈Σ3

(−1)ε(σ)ΦMσ ◦ Ã∆ = 0 (3.2)

where (−1)ε(σ) denotes the sign of the permutation σ.

Proof. It is a direct consequence of Equation (3.1) because

Ãτ◦∆ = ((τ ◦∆)⊗ Id) ◦ τ ◦∆− (Id⊗ (τ ◦∆)) ◦ (τ ◦∆)
= −ΦMτ13

◦ Ã∆.

�

Examples.

• Every coassociative coalgebra is a Lie-admissible coalgebra.

• The comultiplication of a pre-Lie coalgebra (M,∆) satisfies

Ã∆ − ΦMτ23
◦ Ã∆ = 0. (3.3)

Since the composition of (3.3) by ΦMc and ΦMc2 gives respectively ΦMc ◦ Ã∆ −ΦMτ13
◦ Ã∆ = 0 and ΦMc2 ◦ Ã∆ −

ΦMτ12
◦ Ã∆ = 0, we obtain Identity (3.2) by summation of (3.3) with these two equations and every pre-Lie

coalgebra is Lie-admissible.

In the following sections we generalize these examples.

3.2 G-coalgebras

An interesting class of Lie-admissible coalgebras is obtained by dualizing the G-associative algebras. These
Lie-admissible algebras, introduced in [106] and developed in [55], have been defined in Chapter 1.

3.2.1 Definition of G-coalgebras

Definition 25 A G-coalgebra is a K-vector space M provided with a comultiplication ∆ satisfying∑
σ∈G

(−1)ε(σ)ΦMσ ◦ Ã∆ = 0.

Remark. We can present an equivalent and axiomatic definition of the notion of G-associative algebra. A
G-associative algebra is (A, µ, η,G) where A is a vector space, G a subgroup of Σ3, µ : A ⊗ A −→ A and
η : K→ A are linear maps satisfying the following axioms:
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1. (G-ass): The square

A⊗A⊗A (µ⊗Id)G−−−−−−→ A⊗A

(Id⊗µ)G

y µ

y
A⊗A µ−−−−→ A

commutes, where (Id⊗ µ)G is the linear map defined by:

(Id⊗ µ)G =
∑
σ∈G

(−1)ε(σ)(Id⊗ µ) ◦ ΦAσ .

If we impose that the algebra is unitary we have to add the following axiom:
2. (Un) The following diagram is commutative :

K⊗A
η⊗id //

%%JJJJJJJJJJ A⊗A
µ

��

A⊗K
id⊗ηoo

yytttttttttt

A
The axiom (G-ass) expresses that the multiplication µ is G-associative whereas the axiom (Un) means that
the element η(1) of A is a left and right unit for µ. We want to dualize the previous diagrams to obtain the
notions of corresponding coalgebras. Let ∆ be a comultiplication on a vector space M :

∆ : M −→M ⊗M.

We define the bilinear map
G ◦ (∆⊗ Id) : M⊗2 −→M⊗3

by
G ◦ (∆⊗ Id) =

∑
σ∈G

(−1)ε(σ)ΦMσ ◦ (∆⊗ Id).

A G-coalgebra is a vector space M provided with a comultiplication ∆ : M −→ M ⊗ M and a counit
ε : M → K such that :
1. (G-ass co) the following square is commutative:

M
∆−−−−→ M ⊗M

∆

y yG◦(Id⊗∆)

M ⊗M G◦(∆⊗Id)−−−−−−−→ M ⊗M ⊗M.

If we suppose moreover that the coalgebra is counitary we have to add the following axiom:
2. (Coun) the following diagram is commutative:

K⊗M M ⊗M
ε⊗idoo id⊗ε // M ⊗K

M

∆

OO 99rrrrrrrrrr

eeLLLLLLLLLL

A morphism of G-coalgebras
f : (M,∆, ε, G)→ (M ′,∆′, ε′, G)

is a linear map from M to M ′ such that

(f ⊗ f) ◦∆ = ∆′ ◦ f and ε = ε′ ◦ f.
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Proposition 25 Every G-coalgebra is a Lie-admissible coalgebra.

Proof. The Lie-admissible coalgebras are given by the relation:∑
σ∈Σ3

(−1)ε(σ)ΦMσ ◦ Ã∆ = ΦMV ◦ Ã∆ = 0.

Since for every vi =
∑
σ∈G(−1)ε(σ)σ we have V ∈ Fvi , we deduce the proposition. �

3.2.2 The dual space of a G-coalgebra

For any natural number n and any K-vector spaces E and F , we denote by

λn : Hom(E,F )⊗n −→ Hom(E⊗n, F⊗n)

the natural embedding

λn(f1 ⊗ · · · ⊗ fn)(x1 ⊗ · · · ⊗ xn) = f1(x1)⊗ · · · ⊗ fn(xn).

Proposition 26 The dual space of a G-coalgebra is provided with a structure of G-associative algebra.

Proof. Let (M,∆) be a G-coalgebra. We consider the multiplication on the dual vector space M∗ of M
defined by :

µ = ∆∗ ◦ λ2.

It provides M∗ with a G-associative algebra structure. In fact, we have

µ(f1 ⊗ f2) = µK ◦ λ2(f1 ⊗ f2) ◦∆ (3.4)

for all f1, f2 ∈M∗ where µK is the multiplication of K. Equation (7.4) becomes :

µ ◦ (µ⊗ Id)(f1 ⊗ f2 ⊗ f3) = µK ◦ (λ2(µ(f1 ⊗ f2)⊗ f3)) ◦∆

= µK ◦ λ2((µK ◦ λ2(f1 ⊗ f2) ◦∆)⊗ f3) ◦∆

= µK ◦ (µK ⊗ Id) ◦ λ3(f1 ⊗ f2 ⊗ f3) ◦ (∆⊗ Id) ◦∆.

The associator Aµ satisfies :

Aµ = µK ◦ (µK ⊗ Id) ◦ λ3(f1 ⊗ f2 ⊗ f3) ◦ (∆⊗ Id) ◦∆

−µK ◦ (Id⊗ µK) ◦ λ3(f1 ⊗ f2 ⊗ f3) ◦ (Id⊗∆) ◦∆.

and using associativity and commutativity of the multiplication in K, we obtain

Aµ = µK ◦ (µK ⊗ Id) ◦ λ3(f1 ⊗ f2 ⊗ f3) ◦ ((∆⊗ Id) ◦∆− (Id⊗∆) ◦∆).

Thus ∑
σ∈G(−1)ε(σ)Aµ ◦ ΦM

∗

σ

= µK ◦ (µK ⊗ Id) ◦ λ3(f1 ⊗ f2 ⊗ f3) ◦ (G ◦ (∆⊗ Id) ◦∆−G ◦ (Id⊗∆) ◦∆)

= 0,

and (M∗, µ) is a G-associative algebra. �
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Proposition 27 The dual vector space of a finite dimensional G-associative algebra has a G-coalgebra struc-
ture.

Proof. Let A be a finite dimensional G-associative algebra and let {ei, i = 1, · · · , n} be a basis of A. If {fi}
is the dual basis then {fi ⊗ fj} is a basis of A∗ ⊗A∗. The coproduct ∆ on A∗ is defined by

∆(f) =
∑
i,j

f(µ(ei ⊗ ej))fi ⊗ fj .

In particular
∆(fk) =

∑
i,j

Ckijfi ⊗ fj ,

where Ckij are the structure constants of µ related to the basis {ei}1≤i≤n. Then ∆ is the comultiplication of
a G-associative coalgebra. �

3.3 The convolution product

It is known that if (A, µ) is associativeK-algebra and (M,∆) a coassociativeK-coalgebra (i.e. aG1-coalgebra)
then the convolution product

f ? g = µ ◦ λ2(f ⊗ g) ◦∆

provides Hom(M,A) with an associative algebra structure. We obtain similar results in the context of
G-associative algebras

3.3.1 The G!-algebras and coalgebras

Definition 26 For i ≥ 2, a G!-algebra is an associative algebra satisfying :

- for i = 2 : x1 · x2 · x3 = x2 · x1 · x3,

- for i = 3 : x1 · x2 · x3 = x1 · x3 · x2,

- for i = 4 : x1 · x2 · x3 = x3 · x2 · x1,

- for i = 5 : x1 · x2 · x3 = x2 · x3 · x1 = x3 · x1 · x2,

- for i = 6 : x1 · x2 · x3 = xσ(1) · xσ(2) · xσ(3) for all x1, x2, x3 and σ ∈ Σ3.

The G!-algebras are defined in the context of operads in Chapter 4 and [55]. We show that G!
i-associative

algebras are algebras on the operad Gi-ass!, the dual of the operad Gi-ass.

Definition 27 For i ≥ 2, a G!-coalgebra is a coassociative coalgebra satisfying :

ΦMσ ◦ (Id⊗∆) ◦∆ = (Id⊗∆) ◦∆,

for every σ ∈ G.

We will provide Hom(M,A) with a structure of G-associative algebra.

Proposition 28 Let (A, µ) be a G-associative algebra and (M,∆) a G!-coalgebra. Then the algebra

(Hom(M,A), ?) is a G-associative algebra where ? is the convolution product :

f ? g = µ ◦ λ2(f ⊗ g) ◦∆.
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Proof. Let us compute the associator A(?) of the convolution product. Since

(f1 ? f2) ? f3 = µ ◦ λ2((f1 ? f2)⊗ f3) ◦ ∆

= µ ◦ λ2((µ ◦ λ2(f1 ⊗ f2) ◦∆)⊗ f3) ◦ ∆

= µ ◦ (µ⊗ Id) ◦ λ3(f1 ⊗ f2 ⊗ f3) ◦ (∆⊗ Id) ◦ ∆,

we have
A?(f1 ⊗ f2 ⊗ f3) = µ ◦ (µ⊗ Id) ◦ λ3(f1 ⊗ f2 ⊗ f3) ◦ (∆⊗ Id) ◦ ∆

−µ ◦ (Id⊗ µ) ◦ λ3(f1 ⊗ f2 ⊗ f3) ◦ (Id⊗∆) ◦ ∆.

Therefore∑
σ∈G(−1)ε(σ)A? ◦ ΦHom(M,A)

σ (f1 ⊗ f2 ⊗ f3)

= µ ◦ (µ⊗ Id) ◦ (
∑
σ∈G λ3(ΦHom(M,A)

σ (f1 ⊗ f2 ⊗ f3))) ◦ (∆⊗ Id) ◦ ∆

−µ ◦ (Id⊗ µ) ◦ (
∑
σ∈G λ3(ΦHom(M,A)

σ (f1 ⊗ f2 ⊗ f3))) ◦ (Id⊗∆) ◦ ∆.

But
λ3(ΦHom(M,A)

σ (f1 ⊗ f2 ⊗ f3)) = ΦAσ ◦ λ3(f1 ⊗ f2 ⊗ f3) ◦ ΦMσ−1 .

This gives∑
σ∈G(−1)ε(σ)A? ◦ ΦHom(M,A)

σ (f1 ⊗ f2 ⊗ f3)

= µ ◦ (µ⊗ Id) ◦ (
∑
σ∈G ΦAσ ◦ λ3(f1 ⊗ f2 ⊗ f3)) ◦ ΦMσ−1 ◦ (∆⊗ Id) ◦ ∆

−µ ◦ (Id⊗ µ) ◦ (
∑
σ∈G ΦAσ ◦ λ3(f1 ⊗ f2 ⊗ f3)) ◦ ΦMσ−1 ◦ (Id⊗∆) ◦ ∆.

Since ∆ is coassociative
(∆⊗ Id) ◦ ∆ = (Id⊗∆) ◦ ∆,

the G!-coalgebra structure implies

ΦMui ◦ (Id⊗∆) ◦ ∆ = ΦMui ◦ (∆⊗ Id) ◦ ∆ = (∆⊗ Id) ◦ ∆.

Then ∑
σ∈G(−1)ε(σ)A? ◦ ΦHom(M,A)

σ (f1 ⊗ f2 ⊗ f3)

= µ ◦ (µ⊗ Id) ◦ (
∑
σ∈G ΦAσ ◦ λ3(f1 ⊗ f2 ⊗ f3)) ◦ (∆⊗ Id) ◦ ∆

−µ ◦ (Id⊗ µ) ◦ (
∑
σ∈G ΦAσ ◦ λ3(f1 ⊗ f2 ⊗ f3)) ◦ (∆⊗ Id) ◦ ∆

=
∑
σ∈GAµ ◦ ΦAσ ◦ λ3(f1 ⊗ f2 ⊗ f3) ◦ (∆⊗ Id) ◦ ∆

= 0.

This proves the proposition. �
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3.3.2 Lie-admissible bialgebras.

Definition 28 A Lie-admissible bialgebra is a triple (A, µ,∆) where (A, µ) is a Lie-admissible algebra and
(A,∆) a Lie-admissible coalgebra with a compatibility relation between ∆ and µ:

∆ ◦Aµ ◦ ΦAG6
= 0.

Here we do not assume that the algebra and coalgebra are unitary and counitary. Among Lie-admissible
bialgebras, we shall have the class of G-bialgebras. As example, a compatibility relation for pre-Lie bialgebras
(that is G3-bialgebras) is given by

∆ ◦ µ = (Id⊗ µ) ◦ (∆⊗ Id) + (µ⊗ Id) ◦ ΦAτ23
◦ (∆⊗ Id).

3.4 Tensor product of Lie-admissible algebras and coalgebras

3.4.1 Tensor product of G and G!-algebras

We know that the tensor product of associative algebras can be provided with an associative algebra structure.
In other words, the category of associative algebras is monoidal and closed for the tensor product. This is
not true in general for other categories of K[Σ3]-associative algebras.

Proposition 29 Let (A, µA) and (B, µB) be two K[Σ3]-associative algebras respectively defined by the rela-
tions AµA ◦ΦAv = 0 and AµB ◦ΦBw = 0. Then (A⊗K B, µA ⊗ µB) is a Σ3-associative algebra if and only if A
and B are associative algebras (i.e G1-associative algebras).

Proof. This is given by a simple computation.
Remark. In this proposition, the relations of K [Σ3]-associative algebras are considered to be strict. In
fact, for example, if A is a Vinberg algebra and B a non strict Vinberg algebra satisfying µB(x, µB(y, z)) =
µB(y, µB(x, z)) then the tensor product A⊗B is also a Vinberg algebra. This is also the case when A is an
alternative algebra and B a commutative associative algebra.

Theorem 29 If A is a G-associative algebra and B a G!-algebra (with the same index) then A⊗ B can be
provided with a G-algebra structure for i = 1, · · · , 6.

Proof. We give a sketch of proof. Let us consider on A⊗ B the classical tensor product

µA ⊗ µB((a1 ⊗ b1)⊗ (a2 ⊗ b2)) = µA(a1 ⊗ a2)⊗ µB(b1 ⊗ b2).

To simplify, we denote by µ the product µA ⊗ µB. Since B is an associative algebra, the associator Aµ
satisfies:

Aµ((a1 ⊗ b1)⊗ (a2 ⊗ b2)⊗ (a3 ⊗ b3)) = AµA(a1 ⊗ a2 ⊗ a3)⊗ µB ◦ (µB ⊗ Id)(b1 ⊗ b2 ⊗ b3).

Therefore ∑
σ∈G(−1)ε(σ)Aµ ◦ ΦA⊗Bσ ((a1 ⊗ b1)⊗ (a2 ⊗ b2)⊗ (a3 ⊗ b3))

=
∑
σ∈G(−1)ε(σ)AµA ◦ ΦAσ (a1 ⊗ a2 ⊗ a3)⊗ µB ◦ (µB ⊗ Id) ◦ ΦBσ (b1 ⊗ b2 ⊗ b3).

But B a G!-algebra. Then

µB ◦ (µB ⊗ Id) ◦ ΦBσ (b1 ⊗ b2 ⊗ b3) = µB ◦ (µB ⊗ Id)(b1 ⊗ b2 ⊗ b3),

for any σ ∈ G. So we obtain∑
σ∈G(−1)ε(σ)Aµ ◦ ΦA⊗Bσ ((a1 ⊗ b1)⊗ (a2 ⊗ b2)⊗ (a3 ⊗ b3))

= (
∑
σ∈G(−1)ε(σ)AµA ◦ ΦAσ (a1 ⊗ a2 ⊗ a3))⊗ µB ◦ (µB ⊗ Id)(b1 ⊗ b2 ⊗ b3)

= 0.

�
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3.4.2 Tensor product of G-coalgebras

Let (M1,∆1) and (M2,∆2) be two Lie-admissible coalgebras and ∆ the composition

M1 ⊗M2
∆1⊗∆2−−−−−→ (M1 ⊗M1)⊗ (M2 ⊗M2)

idM1⊗τ⊗idM2−−−−−−−−−→ (M1 ⊗M2)⊗ (M1 ⊗M2)

If ∆1 is a comultiplication of G-coalgebra, what should be the structure of (M2,∆2) such that ∆ is a
comultiplication of G-coalgebra too?

Proposition 30 Let (M1,∆1) be a G-coalgebra and (M2,∆2) a G!-coalgebra. Then (M1⊗M2,∆) is provided
with a G-coalgebra structure.

Proof. Using classical notations we have

Ã∆(v ⊗ w) = v1
1 ⊗ w1

1 ⊗ v2
1 ⊗ w2

1 ⊗ v2 ⊗ w2 − v1 ⊗ w1 ⊗ v1
2 ⊗ w1

2 ⊗ v2
2 ⊗ w2

2.

Let χ : (M1 ⊗M2)⊗
3 →M⊗

3

1 ⊗M⊗
3

2 be the isomorphism given by

χ(v1 ⊗ w1 ⊗ v2 ⊗ w2 ⊗ v3 ⊗ w3) = v1 ⊗ v2 ⊗ v3 ⊗ w1 ⊗ w2 ⊗ w3.

Thus we obtain, from the hypothesis on ∆2

χ ◦ ΦM1⊗M2
G ◦ Ã∆ = ΦM1

G ◦ Ã∆1 ⊗ (∆2 ⊗ Id) ◦∆2,

which is zero because ∆1 is a G-comultiplication. As χ is an isomorphism, we deduce the proposition. �

Remark. In Chapter 6 and [59] we have generalized, in the operadic framework, this study and defined a
quadratic operad P̃ for any quadratic operad P so that the tensor product of a P-algebra with a P̃-algebra
is provided with a P-algebra structure (see the following chapter). In the previous case we have always
P̃ = P !.



Chapter 4

Lie-Admissible operads, G-Associative
operads

Operads were introduced by J.P. May in 1972 for the needs of homotopy theory. From an algebraic point
of view, an operad is a system of data that formalizes properties of a collection of maps Xn → X, for
a certain set X, for each n = 1, 2, ..., that are closed under permutations of arguments of the maps and
under all possible superpositions. Here, we are interested in K-linear operad generated by binary (or later
n-ary) multiplication and moreover in the case of quadratic operads. The whole structure of an operad
is defined by a generating multiplication and a list of relations satisfied by it. We can give a finite list
of relations when all additional relations follow from the initial data of operation(s) and relations. Thus,
for a given multiplication (such as associative product, Lie product,...) the corresponding operad codes all
the informations concerning all products computed starting from the generating product. In particular,
operads permits to give some fundamental informations on the associated free algebras. The concept of
quadratic operad is based on an analogy with the definition of quadratic algebra as the quotient of a free
associative algebra by an ideal of quadratic relations. Then quadratic operads are defined as the quotient
of a free operad by an operad ideal of quadratic relations. For quadratic operads we have also the concepts
of duality and Koszulity which are also built on analogy with the similar concept for quadratic algebras.
In this chapter, we begin to recall some classical and basic results on quadratic operads and, in particular,
the notion of dual operad. We determine explicitly the operad LieAdm associated with the Lie-admissible
algebra. We prove that this operad is Koszul. This permits to describe naturally a cohomology with values
in the algebra itself, also called operadic cohomology. In the case of Koszulity, this cohomology governs also
the deformations in the Gerstenhaber’s sense. We describe precisely the first spaces of this cohomology in
terms of Gerstenhaber products (following the works of Nijenhuis). Since Lie-admissible algebras can be
considered as G-associative algebras, we extend this study to other classes of G-associative algebras. This
permits to produce some examples of nonKoszul quadratic linear operads.

4.1 Some classical results on quadratic operads

4.1.1 Quadratic operads

Recall the basic notions of operad and quadratic operad (see [46] or [91]). An operad P consists in a collection
{P(n)}n≥1 of K-vector spaces such that each P(n) is a Σn-module where Σn is the symmetric group on n
elements, there is an element 1 ∈ P(1) called the unit, linear maps

◦i : P(n)× P(m)→ P(n+m− 1),

49
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called comp-i operations satisfying associativity conditions: if λ ∈ P(l), µ ∈ P(m), ν ∈ P(n) then

(λ ◦i µ) ◦j ν =

 (λ ◦j ν) ◦i+n−1 µ if 1 ≤ j ≤ i− 1,
λ ◦i (µ ◦j−i+1 ν) if i ≤ j ≤ m+ 1− 1,
(λ ◦j−m+1 ν) ◦i µ if i+m ≤ j,

and the comp-i operations are compatible with the action of the symmetric group.
A P-algebra is a K vector space V equipped with a morphism of operads f : P → EV where EV is the

operad of endomorphisms of V . Giving a structure of a P-algebra on V is the same as giving a collection of
linear maps

fn : P(n)⊗ V ⊗n → V

satisfying natural associativity, equivariance and unit conditions.
Let E = {E(n)}n≥2 be a Σ-module, that is, E(n) is a Σn-module for all n, n ≥ 2. We assume that

E(a) = {0} for any a 6= 2. The free operad Γ(E) generated by E is solution of the following universal
problem: for any operad Q = {Q(n)}n≥1 and any K[Σ2]-linear morphism f : E → Q(2), there exists a
unique operad morphism f̂ : Γ(E) → Q which coincides with f on E = Γ(E)(2). We have for example
Γ(E)(3) = (E⊗E)⊗Σ2 K[Σ3]. If R is a K[Σ3]-submodule of Γ(E)(3), it generates an ideal R = (R) of Γ(E).
The quadratic operad generated by E with relations R is the operad P := Γ(E)/(R) with

P(n) = Γ(E)(n)/(R)(n).

This notion of quadratic operad is related to binary algebras. We will see in Chapter 7 and 8 an extension of
this definition adapted to n-ary algebras, that is, algebras whose multiplication is defined on n-arguments.

4.1.2 The dual operad

Let E∨ = {E∨(n)}n≥2 be a Σ-module with

E∨(n) :=
{

sgnn ⊗ E(n)#, if n = 2 and
0, otherwise

where sgnn is the signum representation of the symmetric group Σn and # the linear dual of a graded vector
space with the induced representation. Recall that V # := Hom(V,K), so (V #)d = (V−d)#. There is a
non-degenerate, Σ3-equivariant pairing

〈−|−〉 : Γ(E∨)(3)⊗ Γ(E)(3)→ K (4.1)

determined by requiring that

〈e′ ◦i f ′ | e′′ ◦j f ′′〉 := δij(−1)(i+1)e′(e′′)f ′(f ′′) ∈ K,

for arbitrary e′, f ′ ∈ E(2)#, e′′, f ′′ ∈ E(2). Then R⊥ ⊂ Γ(E∨)(3) is the annihilator of R ⊂ Γ(E)(3) in the
defined pairing (4.1),

Definition 30 The Koszul or quadratic dual of the quadratic operad P = Γ(E)/(R) as above is the quotient

P ! := Γ(E∨)/(R⊥),

where R⊥ ⊂ Γ(E∨)(3) is the annihilator of R ⊂ Γ(E)(3) in the pairing (8.1), and (R⊥) the operadic ideal
generated by R⊥.

When Γ(E) is the free operad generated by the regular representation of Σ2 the pairing can be reinter-
preted as follows: a basis of Γ(E)(n), as a vector space, is given by parenthesized products on n variables
indexed by {1, 2, · · · , n} . Then a basis of Γ(E)(2) is given by {(x1 · x2), (x2 · x1)}, and a basis of Γ(E)(3)
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by {(xi · xj) · xk, xi · (xj · xk), {i, j, k} = {1, 2, 3}} . Thus, as Γ(E∨)(3) = Γ(E)(3)∨, considering the scalar
product on Γ(E)(3) defined by



< (xi · xj) · xk, (xi′ · xj′) · xk′ >= 0, if {i, j, k} 6= {i′, j′, k′},
< (xi · xj) · xk, (xi · xj) · xk >= (−1)ε(σ),

with σ =
(
i j k
i′ j′ k′

)
if {i, j, k} = {i′, j′, k′},

< xi · (xj · xk), xi′ · (xj′ · xk′) >= 0, if {i, j, k} 6= {i′, j′, k′},
< xi · (xj · xk), xi · (xj · xk) >= −(−1)ε(σ),

with σ =
(
i j k
i′ j′ k′

)
if (i, j, k) 6= (i′, j′, k′),

< (xi · xj) · xk, xi′ · (xj′ · xk′) >= 0.

, (4.2)

we obtain that P = Γ(E)/R⊥ where R⊥ is the annihilator of R with respect to this scalar product.

4.2 The Lie-Admissible operad

4.2.1 Definition of LieAdm

Let Γ(E) be the free operad generated by E = K [Σ2]. Consider R the K [Σ3]-submodule generated by the
vector

u = x1 · (x2 · x3) + x2 · (x3 · x1) + x3 · (x1 · x2)− x2 · (x1 · x3)− x3 · (x2 · x1)
−x1 · (x3 · x2)− (x1 · x2) · x3 − (x2 · x3) · x1 − (x3 · x1) · x2 + (x2 · x1) · x3

+(x3 · x2) · x1 + (x1 · x3) · x2.

The Lie-Admissible operad, noted LieAdm is the binary quadratic operad defined by

LieAdm = Γ(E)/(R).

4.2.2 The dual operad of LieAdm

Before studying the dual operad of LieAdm, let us introduce some classes of associative algebras.

Definition 31 An associative algebra A is called 3-order abelian if we have

X1X2X3 = Xσ(1)Xσ(2)Xσ(3),

for all σ ∈ Σ3 and for all Xi ∈ A.

The unitary 3-order abelian algebras are the commutative algebras. But there exists non commutative
3-order abelian algebras. Let us consider, for example, the five dimensional associative algebra defined by

e2
1 = e2, e3

1 = e3, e1e4 = e5, e4e1 = e3 + e5, e2
4 = e3.

If A is a 3-order abelian algebra, then the subalgebra D(A) generated by the product xy is abelian. Then A
is an extension

0→ V → A→ A1 → 0,

where A1 is abelian and V satisfying vx = xv for all x ∈ A1 and v ∈ V. In this case, the corresponding Lie
algebra is 2-step nilpotent. In fact, as we have abc = bac, then [a, b]c = 0. We have also c[a, b] = 0 thus
[[a, b], c] = 0.
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Let R be the K [Σ3]-submodule which determines the LieAdm operad. The annihilator R⊥ is of dimension
11. Let R′ be the K [Σ3]-submodule of Γ(E)(3) generated by the relations

(xσ(1)xσ(2))xσ(3) − xσ(1)(xσ(2)xσ(3)),
(xσ(1)xσ(2))xσ(3) − (xσ(1)xσ(3))xσ(2),

(xσ(1)xσ(2))xσ(3) − (xσ(2)xσ(1))xσ(3).

Then dimR′ = 11 and < u, v >= 0 for all v ∈ R′ where u is the vector which generates R. This implies
R′ ' R⊥ and (Γ(E)/(R))! is by definition the binary quadratic operad Γ(E)/(R)⊥.

Proposition 31 The dual operad of LieAdm is the binary quadratic operad whose corresponding algebras
are associative and satisfying

abc = acb = bac,

that is, there are 3-order abelian.

4.3 The operads G-ass

Since we have distinguished 6 types of Lie-admissible algebras, the G-associative algebras (see Definition
12), we can define the operad G-ass for each type of G-algebras. We obtain the following binary quadratic
operads:

1. Ass = G1-ass corresponding to the associative algebras.
2. Vinb = G2-ass corresponding to the Vinberg algebras. Here the K [Σ3]-submodule R defining the

quadratic operad is generated by the vectors

x1 · (x2 · x3)− (x1 · x2) · x3 − x2 · (x1 · x3) + (x2 · x1) · x3.

3. PreLie = G3-ass corresponding to the pre-Lie algebras (G3-associative). The vectors which generate
the ideal R are:

x1 · (x2 · x3)− (x1 · x2) · x3 − x3 · (x2 · x1) + (x3 · x2) · x1.

4. G4-ass corresponding to the G4−associative algebras and R is generated by

x1. · (x2 · x3)− (x1 · x2) · x3 − x3 · (x2 · x1) + (x3 · x2) · x1.

5. G5-ass corresponding to the G5−associative algebras and R is generated by

x1 · (x2 · x3)− (x1 · x2) · x3 + x2 · (x3 · x1)− (x2 · x3) · x1 + x3 · (x1 · x2)− (x3 · x1) · x2.

6. LieAdm = G6-ass.

4.3.1 The dual operads G-ass!

One knows that Ass! = Ass ([46]) and PreLie! = Perm ([21]). Recall that this last corresponds to the
associative product with the identities:

abc = acb

Proposition 32 The dual operads of Vinb, G4-ass, G5-ass are the quadratic operads for associative algebras
satisfying respectively:

- for Vinb!: abc = bac,
- for G4-ass!: abc = cba,
- for G5-ass!: abc = bca = cab.
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Sketch of proof. R⊥2 is the K [Σ3]-sub-module of Γ(E)(3) generated by the vectors

(x1 · (x2 · x3)− (x1 · x2) · x3) , (x1 · (x2 · x3)− x2 · (x1 · x3)) ,
(x1 · (x2 · x3)− (x2 · x1) · x3)

for all x1, x2, x3 ∈ E.

Likewise

R⊥4 = 〈(x1 · (x2 · x3)− (x1 · x2) · x3), (x1 · (x2 · x3)− x3 · (x2 · x1)), x1 · (x2 · x3)− (x3 · x2) · x1)〉
R⊥5 = 〈(x1 · (x2 · x3)− (x1 · x2) · x3), (x1 · (x2 · x3)− x2 · (x3 · x1)), (x1 · (x2 · x3)− (x2 · x3) · x1),

(x1 · (x2 · x3)− x3 · (x1 · x2)), (x1 · (x2 · x3)− (x3 · x1) · x2)〉.

So dimR⊥4 = 9, dimR⊥5 = 10. Then it is sufficient to note that (Γ(E)/(R))! is by definition the binary
quadratic operad Γ(E)/(R)⊥.

4.4 On the (non)Koszulness of G-ass

Recall that a quadratic operad P is called Koszul operad if for every P-free algebra FP(V ) one has
HPi (FP(V )) = 0, i > 0. We prove the Non-koszulness of an operad P using its Poincaré series also
called generating function. This series is defined for a general operad but reduce for an operad P associated
to a type of binary algebras with operation in degree 0 to

gP(x) :=
∞∑
i=1

dimP(n)
xn

n!
,

The Ginzburg-Kapranov criterium([46]) precises that the Poincaré series of a Koszul operad and its dual
operad are connected by the functional equation

gP(−gP!(−x)) = x.

Thus, if this relation is not satisfied, the operad P is not Koszul.

4.4.1 Koszulness of the operads Gi-ass, i = 1, 2, 3

Proposition 33 The operads Ass, Vinb, PreLie are Koszul operads.

Proof. In fact, from [46] and [21] the operads Ass, PreLie are Koszul operads. Considering the relations
between PreLie and Vinb, this last satisfies the same property.

4.4.2 NonKoszulness of G4-ass

Proposition 34 The operad G4-ass is not a Koszul operad.

Proof. We have

gG4-ass(x) = x+ x2 +
3
2
x3 +

71
4!
x4 + · · · , gG4-ass!(x) = x+ x2 +

1
2
x3 +

1
4!
x4 + · · ·

These series do not satisfy the functional equation. This proves the proposition.
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4.4.3 Koszulness of LieAdm

The Koszulness of the operad G6-ass can be proved as follows. In Example 2.1.2 (Chapter 2), we observed
that G6-associative algebras consist of a commutative multiplication and a Lie bracket, with no relation
between these two operations. Therefore G6-ass is the free product

G6-ass ∼= Lie ∗ Γ(112)

of the operad Lie for Lie algebras and the free operad Γ(112) generated by one commutative operation. The
Koszulity of the operad G6-ass now follows from the obvious fact that the free product of two quadratic
Koszul operads is again quadratic Koszul.

4.5 Cohomology of Lie-admissible algebras

4.5.1 Cohomology of LieAdm-algebras

Let P be a binary quadratic operad. A P-algebra is given by a K-vector space V and an operad morphism

ϕ : P −→ End(V )

where End(V ) is the operad of endomorphisms of V defined by

End(V )(n) = HomK(V ⊗
n

, V ).

Let A be a LieAdm-algebra. The cochain complex of the cohomology H∗LieAdm(A,A) is given by

CnLieAdm(A) = HomK((LieAdm!)∨(n)⊗Σn A
⊗n , A)

where V ∨ = V ∗⊗∑
n

(sgn) for V a K-vector space provided with an action of the group Σn, V ∗ = Hom(V,K)
and sgn the signature representation.
Since every LieAdm!-algebra is an associative 3-order commutative algebra, then the complex C∗LieAdm(A)
is

A −→ Hom(A⊗A,A) −→ Hom(∧3(A), A) −→ Hom(∧4(A), A) −→ · · ·

The differential operator is defined by the composition map of the operad LieAdm. To determinate its
expression, let us recall the definition of Nijenhuis-Gerstenhaber products.

Let f and g be n-, respectively m-, linear maps on a vector space V . We define the (n + m − 1)-linear
map f �6 g by

f �6 g(X1, · · · , Xn+m−1) =
∑
i=1,··· ,n

∑
σ∈

∑
n+m−1

(−1)ε(σ)(−1)(i−1)(m−1)f(Xσ(1), · · · ,
Xσ(i−1), g(Xσ(i), · · · , Xσ(i+m−1)), Xσ(i+m), · · · , Xσ(n+m−1)).

This product corresponds to the composition product in the operad LieAdm.
For example if f = g = µ and n = m = 2 then

µ�6 µ(X1, X2, X3) =
∑
σ∈

∑
3

(−1)ε(σ){µ(µ(Xσ(1), Xσ(2)), Xσ(3))− µ(Xσ(1), µ(Xσ(2), Xσ(3))}

and µ is a Lie-admissible multiplication if and only if µ�6 µ = 0. Similarly if µ is a bilinear map and f an
endomorphism of V , then

µ�6 f(X1, X2) = µ(f(X1), X2)− µ(f(X2), X1) + µ(X1, f(X2))− µ(X2, f(X1))

and
f �6 µ(X1, X2) = f(µ(X1, X2))− f(µ(X2, X1)) = f([X1, X2]µ)
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as soon as µ�6 µ = 0.
In [101], Nijenhuis defines the following product (denoted by fog):

f �1 g(X1, · · · , Xn+m−1) =
∑
i=1,··· ,n(−1)(i−1)(m−1)f(X1, · · · , Xi−1, g(Xi, · · · , Xi+m−1),

Xi+m, · · · , Xn+m−1).

We have
f �6 g =

∑
σ∈

∑
n+m−1

(−1)ε(σ)g �1 f ◦ σ =
∑

σ∈
∑
n+m−1

(−1)ε(σ)fog ◦ σ.

Let P be the antisymmetric operator. It is defined by

P (f)(X1, · · · , Xn) =
∑
σ∈

∑
n

(−1)ε(σ)f(Xσ(1), Xσ(2), · · · , Xσ(n)).

It is clear that f �6 g = P (f �1 g).

Lemma 6 We have the following identities :

P (P (f)�1 g) = (n+m− 1)!P (f �1 g) = P (f �1 P (g)).

This can be prove directly.
We deduce that the following bracket

[f, g]�6 = f �6 g − (−1)(n−1)(m−1)g �6 f.

satisfies :

1. [g, f ]�6 = (−1)(n−1)(m−1)+1[f, g]�6

2. (−1)(n−1)(p−1)[[f, g]�6 , h]�6 + (−1)(m−1)(n−1)[[g, h]�6 , f ]�6 + (−1)(p−1)(m−1)[[h, f ]�6 , g]�6 = 0

where h is a p-linear map on V .

Consequence. [ , ]�6 is a bracket of a graded Lie algebra (on the space of multilinear maps).

Definition 32 Let φ be a in CnLieAdm(A), where A is a LieAdm-algebra with multiplication µ. The differ-
ential operator

δµ : CnLieAdm(A) −→ Cn+1
LieAdm(A)

is defined by
δµφ = −[µ, φ]�6 .

This operator satisfies
δµ ◦ δµ = 0

and (C∗LieAdm(A), δµ) is a complex defining a cohomology for Lie-admissible algebras.

4.5.2 Particular cases

Let us describe explicitly this coboundary operator for some n. i) n = 2. Let ϕ be a bilinear map. Then

−δµϕ (X1, X2, X3) = µ (ϕ (X1, X2) , X3)− µ (X1, ϕ (X2, X3)) + µ (ϕ (X2, X3) , X1)
−µ (X2, ϕ (X3, X1))− µ (X3, ϕ (X1, X2)) + µ (ϕ (X3, X1) , X2)
−µ (ϕ (X2, X1) , X3) + µ (X2, ϕ (X1, X3))− µ (ϕ (X3, X2) , X1)
+µ (X3, ϕ (X2, X1)) + µ (X1, ϕ (X3, X2))− µ (ϕ (X1, X3) , X2)
+ϕ (µ (X1, X2) , X3)− ϕ (X1, µ (X2, X3)) + ϕ (µ (X2, X3) , X1)
−ϕ (X2, µ (X3, X1))− ϕ (X3, µ (X1, X2)) + ϕ (µ (X3, X1) , X2)
−ϕ (µ (X2, X1) , X3) + ϕ (X2, µ (X1, X3))− ϕ (µ (X3, X2) , X1)
+ϕ (X3, µ (X2, X1)) + ϕ (X1, µ (X3, X2))− ϕ (µ (X1, X3) , X2) .
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ii) n = 1. Let f be in C1. Then

δµf (X1, X2) = −µ (f(X1), X2)− µ (X1, f(X2)) + f (µ (X1, X2))
+µ (f(X2), X1) + µ (X2, f(X1))− f (µ (X2, X1)) .

iii) n = 0. Here we can define directly the definition of δµ(X). Let X be in A . Consider the map

hX : Y 7→ µ (X,Y )− µ (Y,X) .

Then

−δµhX (X1, X2) = µ (hX(X1), X2) + µ (X1, hX(X2))− hX (µ (X1, X2))
−µ (hX(X2), X1)− µ (X2, hX(X1)) + hX (µ (X2, X1))

= µ (µ (X,X1) , X2)− µ (µ (X1, X) , X2) + µ (X1, µ (X,X2))
−µ (X1, µ (X2, X))− hX (µ (X1, X2)) + hX (µ (X2, X1))
−µ (µ (X,X2) , X1) + µ (µ (X2, X) , X1)− µ (X2, µ (X,X1))
+µ (X2, µ (X1, X)) ,

and

−δµhX (X2, X1) = µ (µ (X,X2) , X1)− µ (µ (X2, X) , X1) + µ (X2, µ (X,X1))
−µ (X2, µ (X1, X))− hX (µ (X2, X1)) + hX (µ (X1, X2))
−µ (µ (X,X1) , X2) + µ (µ (X1, X) , X2)− µ (X1, µ (X,X2))
+µ (X1, µ (X2, X)) .

So
δµhX (X2, X1)− δµhX (X1, X2) = µ�6µ (X,X1, X2) = 0

and
δµhX (X1, X2) = δµhX (X2, X1)

Let us consider
C0 = {X ∈ A / P (δµhX) = δµhX}

For X ∈ C0, δµhX = 0. Then we can define B1 (A,A) putting

δ (X) = hX

and Z1 (A,A) =
{
f ∈ C1/δf = 0

}
. Then H0 (A,A) is well defined.

Remark. In the same way, we can define the cohomology H∗Gi-ass(A,A) for a Gi-ass-algebra. We denote
by f �i g the corresponding Nijenhuis product. We have already given the expression of this product for
i = 1 and i = 6. In other cases we put :

f �2 g(X1, · · · , Xn+m−1) =
∑
σ∈

∑
n+m−2

(−1)ε(σ){
∑
i=1,··· ,n−1(−1)(i−1)(m−1)f(Xσ(1), · · · ,

Xσ(i−1), g(Xσ(i), · · · , Xσ(m+i−1)), Xσ(m+i), · · · , Xσ(n+m−2), Xn+m−1)
+(−1)(n−1)f(Xσ(1), · · · , Xσ(n−1), g(Xσ(n), · · · , Xσ(m+n−2), Xn+m−1)}.

f �3 g(X1, · · · , Xn+m−1) =
∑
σ∈

∑
n+m−2

(−1)ε(σ){f(g(X1, Xσ(2), · · · , Xσ(m)), Xσ(m+1), · · · , Xσ(m+n−1))
+
∑
i=2,··· ,n−1(−1)(i−1)(m−1)f(X1, Xσ(2), · · · , Xσ(i), g(Xσ(i+1),

· · · , Xσ(m+i)), · · · , Xσ(n+m−1))}.

f �4 g(X1, · · · , Xn+m−1) =
∑
σ∈

∑
n+m−2

∑
i=0,··· ,n−1(−1)ε(σ)+i(m−1)f(Xσ(1), X2, Xσ(3), · · · , Xσ(i),

g(Xσ(i+1), · · · , Xσ(m+i)), · · · , Xσ(n+m−1)).

f �5 g(X1, · · · , Xn+m−1) =
∑
σ∈An+m−1

∑
i=0,··· ,n−1(−1)i(m−1)f(Xσ(1), Xσ(2), Xσ(3), · · · , Xσ(i),

g(Xσ(i+1), · · · , Xσ(m+i)), · · · , Xσ(n+m−1)),

where Ap refers to the alternating group.
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4.5.3 Lie-admissible cohomology of Lie algebras

If g is a Lie algebra with product µ, it is also a Lie-admissible algebra. Then it is possible to consider the
following cohomologies

1. H∗LieAdm(g, g)
2. H∗Lie(g, g)

In these two cases, the spaces of cochains are the same, excepted for n = 2. Recall also that the second
cohomology in nothing other that the Chevalley cohomology.

Definition 33 Let g be a Lie algebra. We call Lie-admissible cohomology of g with value in g the cohomology
H∗LieAdm(g, g).

Remark. A 2-cochain corresponding to the Chevalley’s cohomology is alternated and satisfies

δcϕ (X1, X2, X3) = ϕ (X1, X2) ·X3 + ϕ (X2, X3) ·X1 + ϕ (X3, X1) ·X2

+ϕ (X1 ·X2, X3) + ϕ (X2 ·X3, X1) + ϕ (X3 ·X1, X2) .

where δc is the Chevalley operator. If we compute δϕ ∈ B2
LieAdm(g, g), as we have ϕ (X,Y ) = −ϕ (Y,X) ,

then

δϕ (X1, X2, X3) = 2(ϕ (X1, X2) ·X3 −X3 · ϕ (X1, X2) + ϕ (X2, X3) ·X1

−X1 · ϕ (X2, X3) + ϕ (X3, X1) ·X2 −X2 · ϕ (X3, X1)
+ϕ (X1 ·X2, X3)− ϕ (X3, X1 ·X2) + ϕ (X2 ·X3, X1)
−ϕ (X1, X2 ·X3) + ϕ (X3 ·X1, X2)− ϕ (X2, X3 ·X1))

and
δϕ = 4δcϕ.

4.6 Lie-admissible modules on a Lie algebra

4.6.1 Modules on a Lie-admissible algebra

Let A =(A,µ) be a Lie-admissible algebra and M a vector space on K.

Definition 34 A group M is an A-module if there are bilinear maps

λ : A⊗M →M,

ρ : M ⊗A→M,

satisfying :
λ(X,λ(Y, v))−λ(Y, λ(X, v))−λ([X,Y ]µ, v)−λ(X, ρ(v, Y )) + ρ(λ(X, v), Y ) + ρ(v, [X,Y ]µ)− ρ(ρ(v,X), Y )−
ρ(λ(Y, v), X) + λ(Y, ρ(v,X)) + ρ(ρ(v, Y ), X) = 0,
for all X,Y ∈ A and v ∈M.

For example, the vector space A is an A-module.

Proposition 35 Let A =(A,µ) be a Lie-admissible algebra and M an A-module defined by the map λ and
ρ. Then the bilinear map

λ̂ : A⊗M →M

defined by
λ̂(X, v) = λ(X, v)− ρ(v,X)

provides the vector space M with an AL-module structure where AL is the Lie algebra (A, [, ]µ).
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4.6.2 Modules on G-associative algebras

If AV =(A,µV ) is a Vinberg algebra, an AV -module M is given by the maps λ and ρ satisfying the two
conditions {

λ(X,λ(Y, v)− λ(Y, λ(X, v))− λ([X,Y ]µ, v) = 0,
λ(X, ρ(v, Y )− ρ(λ(X, v), Y ))− ρ(v, µ(X,Y )) + ρ(ρ(v,X), Y ) = 0.

Considering AV as a Lie-admissible algebra, then M is also a module on this Lie-admissible algebra.
The notion of A-module is well known in the cases of Lie-admissible algebras of type 1 (associative). For

type 4 and 5 we define it by the following conditions:
- type 4: {

λ(µ(X,Y ), v)− λ(X,λ(Y, v))− ρ(ρ(v, Y ), X)) + ρ(v, µ(Y,X)) = 0,
ρ(λ(X, v), Y )− λ(X, ρ(v, Y ))− ρ(λ(Y, v), X) + λ(Y, ρ(v,X)) = 0.

- type 5:
λ(µ(X,Y ), v))− λ(X,λ(Y, v)) + ρ(λ(X, v), Y )− λ(X, ρ(v, Y ))− ρ(v, µ(X,Y )) + ρ(ρ(v,X), Y ) = 0.

We can see that if µ is antisymmetric (i.e. a product of Lie algebra) then we find again the definition of
module on Lie algebra considering ρ(v,X) = −λ(X, v).

4.6.3 Lie-admissible modules on Lie algebras

Let A =(A,µ) be a Lie algebra. Consider this algebra as a Lie-admissible algebra and we denote by
Aad=(A,µ) this Lie-admissible algebra. It is clear that every module M on the Lie algebra A is also a
module on the Lie-admissible algebra Aad. But the converse is false.

Definition 35 We call Lie-admissible module on the Lie algebra A =(A,µ) every module on the Lie-
admissible algebra Aad=(A,µ).

Let g be the solvable non abelian 2-dimensional Lie algebra. There exists a basis {X1, X2} such that
[X1, X2] = X2. Every one dimensional module on the Lie algebra g is given by the map λ (here ρ = −λ)
defined by {

λ(X1, v) = αv
λ(X2, v) = 0.

On the other hand, a Lie-admissible module on g is determined by the map λ and ρ given by{
λ(X1, v) = αv,
λ(X2, v) = βv,

;
{
ρ(v,X1) = γv,
ρ(v,X2) = βv.

Suppose now that M is a n-dimensional Lie-admissible module on g. Then if A,B,C,D are the matrices on
the linear operators λ(X1, .), λ(X2, .), ρ(., X1), ρ(., X2) in a given basis of M , then these matrices satisfy

[(B −D), (C −A)] = B −D.

We describe in this way all the structures of Lie-admissible modules on g.
Now consider the Lie algebra g = sl(2,C). By a similar computation we can see that every n-dimensional

Lie-admissible module on sl(2,C) is described by the following matrix representations: [A1 −B1, A2 −B2] = 4(A2 −B2),
[A1 −B1, A3 −B3] = −4(A3 −B3),
[A2 −B2, A3 −B3] = 2(A1 −B1).

Such a representation also is completely reducible.



Chapter 5

Operads for flexible and alternative
algebras

In Chapter 1 (see also [56]) we have classified, for binary algebras, relations of nonassociativity that are
invariant with respect to an action of the symmetric group on three elements Σ3 on the associator. In
particular we have investigated two classes of nonassociative algebras, the first one corresponds to algebras
whose associator Aµ satisfies

Aµ −Aµ ◦ τ12 −Aµ ◦ τ23 −Aµ ◦ τ13 +Aµ ◦ c+Aµ ◦ c2 = 0, (5.1)

and the second

Aµ +Aµ ◦ τ12 +Aµ ◦ τ23 +Aµ ◦ τ13 +Aµ ◦ c+Aµ ◦ c2 = 0. (5.2)

where τij denotes the transposition exchanging i and j, c is the 3-cycle (1, 2, 3).
These relations are in correspondence with the only two irreducible one-dimensional subspaces of K[Σ3]

with respect to the action of Σ3, where K[Σ3] is the group algebra of Σ3. In the previous chapter, we
have studied the operadic and deformations aspects of the first class which corresponds to Lie-admissible
algebras. Now we investigate the second class, that is, nonassociative algebras satisfying (5.2). Such an
algebra is 3-power associative (see Chapter 1 for the definition) and is called p3-associative. Among these
algebras we have the class of G-p3-associative algebras where the p3-associative identity is given by the vector
Σσ∈Gσ, where G is a subgroup of Σ3. And among the class of G-p3-associative algebras we have flexible
algebras, left and right alternative algebras which play to day, an important role in physic (for example, the
octonion algebra). We determine explicitly the corresponding quadratic operads and their duals. We prove,
in particular, that the operad of left and right alternative algebras, flexible algebras and of p3-associative
algebras are not Koszul. We focus on the deformations of alternative algebras, computing the operadic
cohomology and proving that this cohomology cannot parameterize deformations.

5.1 G-p3-associative algebras

5.1.1 Definition

We associate to each subgroup G of Σ3 the vector wG =
∑
σ∈G σ of K[Σ3].

We know that the one dimensional subspace K{wΣ3} of K[Σ3] generated by

wG6 = wΣ3 =
∑
σ∈Σ3

σ

is an irreducible invariant subspace of K[Σ3].

59
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Definition 36 A G-p3-associative algebra is a K-algebra (A, µ) whose associator

Aµ = µ ◦ (µ⊗ Id− Id⊗ µ)

satisfies
Aµ ◦ ΦAwG6

= 0,

where ΦAwG : A⊗3 → A⊗3
is the linear map

ΦAwG(x1 ⊗ x2 ⊗ x3) =
∑
σ∈G

(xσ−1(1) ⊗ xσ−1(2) ⊗ xσ−1(3)).

Let O(wG) be the orbit of wG with respect to the natural action

Σ3 ×K[Σ3] → K[Σ3]
(σ,
∑
i aiσi) 7→

∑
i aiσ

−1 ◦ σi.

Then putting FwG = K(O(wG)) we have
dimFwG1

= 6,
dimFwG2

= dimFwG3
= dimFwG4

= 3,
dimFwG5

= 2,
dimFwG6

= 1.

Proposition 36 Every G-p3-associative algebra is third power associative.

Recall that a third power associative algebra is an algebra (A, µ) whose associator satisfies Aµ(x, x, x) = 0.
Linearizing this relation, we obtain

Aµ ◦ ΦAwΣ3
= 0.

Since each of the invariant spaces FG contains the vector wΣ3 , we deduce the proposition.
Remark. An important class of third power associative algebras is the class of power associative algebras,
that is, algebras such that any element generates an associative subalgebra.

5.1.2 What are G-p3-associative algebras?

1. If i = 1, since wG1 = Id, the class of G1-p3-associative algebras is the full class of associative algebras.

2. If i = 2, the associator of a G2-p3-associative algebra A satisfies

Aµ(x1, x2, x3) +Aµ(x2, x1, x3) = 0

and this is equivalent to
Aµ(x, x, y),

for all x, y ∈ A.

3. If i = 3, the associator of a G3-p3-associative algebra A satisfies

Aµ(x1, x2, x3) +Aµ(x1, x3, x2) = 0,

that is,
Aµ(x, y, y),

for all x, y ∈ A.

Sometimes G2-p3-associative algebras are called left-alternative algebras, G3-p3-associative algebras
are right-alternative algebras. An alternative algebra is an algebra which satisfies the G2 and G3-p3-
associativity.
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4. If i = 4, we have Aµ(x, y, x), for all x, y ∈ A, and the class of G3-p3-associative algebras is the class of
flexible algebras.

5. If i = 5, the class of G5-p3-associative algebras corresponds to G5-associative algebras ([55]).

6. If i = 6, the associator of a G6-p3-associative algebra satisfies

Aµ(x1, x2, x3) +Aµ(x2, x1, x3) +Aµ(x3, x2, x1)
+Aµ(x1, x3, x2) +Aµ(x2, x3, x1)Aµ(x3, x1, x2) = 0.

If we consider the symmetric product x ? y = µ(x, y) + µ(y, x) and the skew-symmetric product
[x, y] = µ(x, y)− µ(y, x), then the G6-p3-associative identity is equivalent to

[x ? y, z] + [y ? z, x] + [z ? x, y] = 0.

Definition 37 A ([ , ], ?)-admissible-algebra is a K-vector space A provided with two multiplication:

(a) a symmetric multiplication ?,
(b) a skew-symmetric multiplication [, ] satisfying the identity

[x ? y, z] + [y ? z, x] + [z ? x, y] = 0

for any x, y ∈ A.

Then a G6-p3-associative algebra can be defined as ([ , ], ?)-admissible algebra.

5.2 The operads Gi-p3ass and their dual

For each i ∈ {1, · · · , 6}, the operad for G-p3-associative algebras will be denoted by Gi-p3ass. The operads{
Gi-p3ass

}
i=1,··· ,6 are binary quadratic operads. Recall that a quadratic operad P is Koszul if the free

P-algebra based on a K-vector space V is Koszul, for any vector space V . This property is conserved by
duality and can be studied using generating functions of P and of P ! (see [46] or [93]).

Before studying the Koszulness of the operads G-p3Ass, we compute the homology of A2 the two dimensional
associative algebra A2 given in a basis {e1, e2} by e1e1 = e2, e1e2 = e2e1 = e2e2 = 0. The Hochschild
homology of an associative algebra is given by the complex (Cn(A,A), dn) where Cn(A,A) = A⊗A⊗n and
the differentials dn : Cn(A,A)→ Cn−1(A,A) are given by

dn(a0, a1, · · · , an) = (a0a1, a2, · · · an) +
∑n−1
i=1 (−1)i(a0, a1, · · · , aiai+1, · · · , an)

+(−1)n(ana0, a1, · · · an−1).

Concerning the algebra A2, we have

d1(ei, ej) = eiej − ejei = 0,

for any i, j = 1, 2. Similarly we have{
d2(e1, e1, e1) = 2(e2, e1)− (e1, e2),
d2(e1, e1, e2) = d2(e1, e2, e1) = −d2(e2, e1, e1) = (e2, e2)

and 0 in all the other cases. Then dim Imd2 = 2 and dimKerd1 = 4. Then H1(A2, A2) is isomorphic to A2.
We have also

d3(e1, e1, e1, e1) = −(e1, e2, e1) + (e1, e1, e2),
d3(e1, e1, e1, e2) = (e2, e1, e2)− (e1, e2, e2),
d3(e1, e1, e2, e1) = −d2(e2, e1, e1, e1) = (e2, e2, e1)− (e2, e1, e2),
d3(e1, e2, e1, e1) = (e1, e2, e2)− (e2, e2, e1),
d3(e1, e1, e2, e2) = −d3(e1, e2, e2, e1) = −d3(e2, e1, e1, e2) = d3(e2, e2, e1, e1)

= (e2, e2, e2)
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and d3 = 0 in all the other cases. Then dim Imd3 = 4 and dimKerd2 = 6. Thus H2(A2, A2) is non trivial
and A2 is not a Koszul algebra.

Now we will study all the operads Gi-p3ass.

5.2.1 The operad G1-p
3ass

Since G1-p3ass = Ass, where Ass denotes the operad for associative algebras, and since the operad Ass is
selfdual, we have

(G1-p3ass)! = Ass! = G1-p3ass.

5.2.2 The operad G2-p
3ass

The operad G2-p3ass is the operad for left-alternative algebras. It is the quadratic operad P = Γ(E)/(R),
where the Σ3-invariant subspace R of Γ(E)(3) is generated by the vectors

(x1 · x2) · x3 − x1 · (x2 · x3) + (x2 · x1) · x3 − x2 · (x1 · x3).

The annihilator R⊥ of R with respect to the pairing (4.2) is generated by the vectors{
(x1 · x2) · x3 − x1 · (x2 · x3),
(x1 · x2) · x3 + (x2 · x1) · x3.

(5.3)

We deduce from direct calculations that dimR⊥ = 9 and

Proposition 37 The (G2-p3ass)!-algebras are associative algebras satisfying

abc = −bac.

Theorem 38 The operad (G2-p3ass)! is not Koszul.

Proof. It is easy to describe (G2-p3ass)!(n) for any n. In fact (G2-p3ass)!(4) correspond to associative elements
satisfying

x1x2x3x4 = −x2x1x3x4 = −x2(x1x3)x4 = x1x3x2x4 = −x1x2x3x4

and (G2-p3ass)!(4) = {0} . Let P be G2-p3ass. The generating function of P ! = (G2-p3ass)! is

gP!(x) =
∑
a≥1

1
a!

dim(G2-p3ass)!(a)xa = x+ x2 +
x3

2
.

But the generating function of P = (G2-p3ass) is

gP(x) = x+ x2 +
3
2
x3 +

5
2
x4 +O(x5)

and if G2-p3ass is Koszul, then the generating functions should be related by the functional equation

gP(−gP!(−x)) = x

and it is not the case so both G2-p3ass and (G2-p3ass)! are not Koszul.

Remark 39 Since the redaction of this work, Dzumadildaev and Zusmanovich have shown and published
this result. For this reason we refer this theorem to these authors.
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By definition, a quadratic operad P is Koszul if any free P-algebra on a vector space V is a Koszul algebra.
Let us describe the free algebra F

(G2-p3ass)!(V ) when dimV = 1 and 2.

A (G2-p3ass)!-algebra A is an associative algebra satisfying

xyz = −yxz,

for any x, y, z ∈ A. This implies xyzt = 0 for any x, y, z ∈ A. In particular we have{
x3 = 0,
x2y = 0,

for any x, y ∈ A. If dimV = 1, F
(G2-p3ass)!(V ) is of dimension 2 and given by{

e1e1 = e2,
e1e2 = e2e1 = e2e2 = 0.

In fact if V = K {e1} thus in F
(G2-p3ass)!(V ) we have e3

1 = 0. We deduce that F
(G2-p3ass)!(V ) = A2 and

F
(G2-p3ass)!(V ) is not Koszul. It is easy to generalize this construction. If dimV = n, then

dimF
(G2-p3ass)!(V ) =

n(n2 + n+ 2)
2

and if {e1, · · · , en} is a basis of V then
{
ei, e

2
i , eiej , elemep

}
, for i, j = 1, · · · , n and l,m, p = 1, · · · , n with

m > l, is a basis of F
(G2-p3ass)!(V ). For example, if n = 2, the basis of F

(G2-p3ass)!(V ) is{
v1 = e1, v2 = e2, v3 = e2

1, v4 = e2
2, v5 = e1e2, v6 = e2e1, v7 = e1e2e1, v8 = e1e

2
2

}
and the multiplication table is

v1 v2 v3 v4 v5 v6 v7 v8

v1 v3 v5 0 v8 0 v7 0 0
v2 v6 v4 −v7 0 −v8 0 0 0
v3 0 0 0 0 0 0 0 0
v4 0 0 0 0 0 0 0 0
v5 v7 v8 0 0 0 0 0 0
v6 −v7 −v8 0 0 0 0 0 0
v7 0 0 0 0 0 0 0 0
v8 0 0 0 0 0 0 0 0

For this algebra we have  d1(v1, v2) = v5 − v6,
1
2d1(v1, v6) = v7 = −d1(v1, v5) = d1(v2, v3),
1
2d1(v2, v5) = −v8 = d1(v6, v2) = −d1(v1, v4),

and Ker d1 is of dim 64. The space Imd2 doesn’t contain in particular the vectors (vi, vi) for i = 1, 2 because
these vectors vi are not in the derived subalgebra. Since these vectors are in Ker d1 we deduce that the
second space of homology is not trivial.

5.2.3 The operad G3-p
3ass

It is defined by the module of relations generated by the vector

(x1x2)x3 − x1(x2x3) + (x1x3)x2 − x1(x3x2),

and R⊥ is the linear span of {
(x1x2)x3 − x1(x2x3),
(x1x2)x3 + (x1x3)x2.
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Proposition 38 A (G3-p3ass)!-algebra is an associative algebra A satisfying

abc = −acb,

for any a, b, c ∈ A.

Since (G3-p3ass)! is basically isomorphic to (G2-p3ass)! we deduce that (G3-p3ass) is not Koszul.

5.2.4 The operad G4-p
3ass

Remark that a (G4-p3ass)-algebra is generally called flexible algebra. The relation

Aµ(x1, x2, x3) +Aµ(x3, x2, x1) = 0

is equivalent to Aµ(x, y, x) = 0 and this denotes the flexibility of (A, µ).

Proposition 39 A (G4-p3ass)!-algebra is an associative algebra satisfying

abc = −cba.

This implies that
dim(G4-p3ass)!(3) = 3.

We have also xσ(1)xσ(2)xσ(3)xσ(4) = (−1)ε(σ)x1x2x3x4 for any σ ∈ Σ4. This gives dim(G4-p3Ass)!(4) = 1.
Similarly

x1x2(x3x4x5) = −x3(x4x5x2)x1 = x1(x4x5(x2x3)) = −x1x2(x3x5x4)
= (x1x2(x4x5))x3 = −(x4x5)(x2x1)x3 = (x3x2x1)x4x5

= −x1x2x3x4x5

(the algebra is associative so we put some parenthesis just to explain how we pass from one expression to an
other). We deduce (G4-p3ass)!(5) = {0} and more generally (G4-p3ass)!(a) = {0} for a ≥ 5.

The generating function of (G4-p3ass)! is

f(x) = x+ x2 +
x3

2
+
x4

12
.

Let F
(G4-p3ass)!(V ) be the free (G4-p3ass)!-algebra based on the vector space V. In this algebra we have the

relations {
a3 = 0,
aba = 0,

for any a, b ∈ V. Assume that dimV = 1. If {e1} is a basis of V , then e3
1 = 0 and F

(G4-p3ass)!(V ) =
F

(G2-p3ass)!(V ). We deduce that F
(G4-p3ass)!(V ) is not a Koszul algebra.

Proposition 40 The operad for flexible algebra is not Koszul.

Let us note that, if dimV = 2 and {e1, e2} is a basis of V, then F
(G4-p3ass)!(V ) is generated by{

e1, e2, e
2
1, e

2
2, e1e2, e2e1, e1e

2
2, e

2
1e2, e2e

2
1, e

2
2e1, e

2
1e

2
2, e

2
2e

2
1

}
and is of dimension 12.

5.2.5 The operad G5-p
3ass

It coincides with G5-ass and this last has been studied in [55].
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5.2.6 The operad G6-p
3ass

A G6-p3ass-algebra (A, µ) satisfies the relation

Aµ(x1, x2, x3) +Aµ(x2, x1, x3) +Aµ(x3, x2, x1)
+Aµ(x1, x3, x2) +Aµ(x2, x3, x1) +Aµ(x3, x1, x2) = 0.

The dual operad (G6-p3ass)! is generated by the relations{
(x1x2)x3 = x1(x2x3),
(x1x2)x3 = (−1)ε(σ)(xσ(1)xσ(2))xσ(3), for all σ ∈ Σ3.

We deduce

Proposition 41 A (G6-p3ass)!-algebra is an associative algebra A which satisfies

abc = −bac = −cba = −acb = bca = cab,

for any a, b, c ∈ A. In particular {
a3 = 0,
aba = aab = baa = 0.

Lemma 7 The operad (G6-p3ass)! satisfies (G6-p3ass)!(4) = {0} .

Proof. We have in (G6-p3ass)!(4) that

x1(x2x3)x4 = x2(x3x4)x1 = −x1(x3x4x2) = x1x3x2x4 = −x1x2x3x4

so x1x2x3x4 = 0. We deduce that the generating function of (G6-p3ass)! is

f !(x) = x+ x2 +
x3

6
.

If this operad is Koszul the generating function of the operad G6-p3ass should be of the form

f(x) = x+ x2 +
11
6
x3 +

25
6
x4 +

127
12

x5 + · · ·

But if we look the free algebra generated by V with dimV = 1, it satisfies a3 = 0 and coincides with
F

(G2-p3ass)!(V ). Then G6-p3ass is not Koszul.

5.3 Cohomology and Deformations

Let (A, µ) be a K-algebra defined by quadratic relations. It is attached to a quadratic linear operad P. By
deformations of (A, µ), we mean ([54])

• a K∗ non archimedian extension field of K, with a valuation v such that, if A is the ring of valuation
and m the unique ideal of A, then the residual field A/m is isomorphic to K.

• The A/m vector space Ã is K-isomorphic to A.

• For any a, b ∈ A we have that
µ̃(a, b)− µ(a, b)

belongs to the m-module Ã (isomorphic to A⊗m) .
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The most important example concerns the case where A is K[[t]], the ring of formal series. In this case
m =

{∑
i≥1 ait

i, ai ∈ K
}
, K∗ = K((t)) the field of rational fractions. This case corresponds to the classical

Gerstenhaber deformations. Since A is a local ring, all the notions of valued deformations coincides ([30]).
We know ([82]) that there exists always a cohomology which parametrizes deformations. If the operad

P is Koszul, this cohomology is the ”standard”-cohomology called the operadic cohomology. If the operad
P is not Koszul, the cohomology which governs deformations is based on the minimal model of P and the
operadic cohomology and deformations cohomology differ.

In this section we focus on the case of left-alternative algebras, that is, on the operad G2-p3ass and also
by the classical alternative algebras.

5.3.1 Deformations and cohomology of left-alternative algebras

A K-left-alternative algebra (A, µ) is a K-(G2-p3ass)-algebra. Then µ satisfies

Aµ(x1, x2, x3) +Aµ(x2, x1, x3) = 0.

A valued deformation can be viewed as a K[[t]]-algebra (A⊗K[[t]], µt) whose product µt is given by

µt = µ+
∑
i≥1

tiϕi.

a) The operadic cohomology

It is the standard cohomology H∗G2-p3ass
(A,A)st of the G2-p3ass-algebra (A, µ). It is associated to the

cochains complex

C1
P(A,A)st

δ1
st−−→ C2

P(A,A)st
δ2
st−−→ C3

P(A,A)st
δ3
st−−→ · · ·

where P = G2-p3ass and
CpP(A,A)st = Hom(P !(p)⊗Σp A⊗p,A).

Since (G2-p3ass)!(4) = 0, we deduce that

Hp
P(A,A)st = 0 for p ≥ 4,

because the cochains complex is a short sequence

C1
P(A,A)st

δ1
st−−→ C2

P(A,A)st
δ2
st−−→ C3

P(A,A)st
0−→ 0.

The coboundary operators are given by δ1f(a, b) = f(a)b+ af(b)− f(ab),
δ2ϕ(a, b, c) = ϕ(ab, c) + ϕ(ba, c)− ϕ(a, bc)− ϕ(b, ac)

ϕ(a, b)c+ ϕ(b, a)c− aϕ(b, c)− bϕ(a, c).

b) The deformations cohomology

The minimal model of G2-p3ass is a homology isomorphism

(G2-p3ass, 0)
ρ−→ (Γ(E), ∂)

of dg-operads such that the image of ∂ consists of decomposable elements of the free operad Γ(E). Since
G2-p3ass(1) = K, this minimal model exists and it is unique. The deformations cohomology H∗(A,A)defo
of A is the cohomology of the complex ([87])

C1
P(A,A)defo

δ1

−→ C2
P(A,A)defo

δ2

−→ C3
P(A,A)defo

δ3

−→ · · ·
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where {
C1
P(A,A)defo = Hom(A,A),
CkP(A,A)defo = Hom(⊕q≥2Ek−2(q)⊗Σq A⊗q,A).

The Euler characteristics of E(q) can be read off from the inverse of the generating function of the operad
G2-p3ass

gG2-p3ass(t) = t+ t2 +
3
2
t3 +

5
2
t4 +

53
12
t5

which is

g(t) = t− t2 +
t3

2
+

13
3
t5 +O(t6).

We obtain in particular
χ(E(4)) = 0.

Each one of the modules E(p) is a graded module (E∗(p)) and

χ(E(p)) = dimE0(p)− dimE1(p) + dimE2(p) + · · ·

We deduce

– E(2) is generated by two degree 0 bilinear operation µ2 : V · V → V ,

– E(3) is generated by three degree 1 trilinear operation µ3 : V ⊗
3 → V ,

– E(4) = 0.

Considering the action of Σn on E(n) we deduce that E(2) is generated by a binary operation of degree
0 whose differential satisfies

∂(µ2) = 0,

E(3) is generated by a trilinear operation of degree one such that

∂(µ3) = µ2 ◦1 µ2 − µ2 ◦2 µ2 + µ2 ◦1 (µ2 · τ12)− (µ2 ◦2 µ2) · τ12.

(we have (µ2 ◦2 µ2) · τ12(a, b, c) = b(ac))

Since E(4) = 0 we deduce

Proposition 42 The cohomology H∗(A,A)defo which governs deformations or left-alternative algebras is
associated to the complex

C1
P(A,A)defo

δ1

−→ C2
P(A,A)defo

δ2

−→ C3
P(A,A)defo

δ3

−→ C4
P(A,A)defo → · · ·

with
C1
P(A,A)defo = Hom(V ⊗1, V ),
C2
P(A,A)defo = Hom(V ⊗2, V ),
C3
P(A,A)defo = Hom(V ⊗3, V ),
C4
P(A,A)defo = Hom(V ⊗5, V )⊕ · · · ⊕Hom(V ⊗5, V ),

In particular any 4-cochains consists of 5-linear maps.

5.3.2 Alternative algebras

Recall that an alternative algebra is given by the relation

Aµ(x1, x2, x3) = −Aµ(x2, x1, x3) = Aµ(x2, x3, x1).
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Theorem 40 An algebra (A, µ) is alternative if and only if the associator satisfies

Aµ ◦ ΦAv = 0,

with v = 2Id+ τ12 + τ13 + τ23 + c1.

Proof. The associator satisfies Aµ ◦ ΦAv1
= Aµ ◦ ΦAv2

with v1 = Id + τ12 and v2 = Id + τ23. The invariant
subspace of K[Σ3] generated by v1 and v2 is of dimension 5 and contains the vector

∑
σ∈Σ3

σ. From Chapter
1, the space is generated by the orbit of the vector v.

Proposition 43 Let Alt be the operad for alternative algebras. Its dual is the operad for associative algebras
satisfying

abc+ bac+ cba+ acb+ bca+ cab = 0.

In [28], one gives the generating functions of P = Alt and P ! = Alt!

gP(x) = x+ 2
2!x

2 + 7
3!x

3 + 32
4! x

4 + 175
5! x

5 + 180
6! x

6 +O(x7),
gP!(x) = x+ 2

2!x
2 + 5

3!x
3 + 12

4! x
4 + 15

5! x
5.

and conclude to the non Koszulity of Alt.
The operadic cohomology is the cohomology associated to the complex

(CpAlt(A,A)st = (Hom(Alt!(p)⊗Σp A⊗p,A), δst).

Since Alt!(p) = 0 for p ≥ 6 we deduce the short sequence

C1
Alt(A,A)st

δ1
st−−→ C2

Alt(A,A)st → · · · → C5
Alt(A,A)st → 0.

But if we compute the formal inverse of the function −gAlt(−x) we obtain

x+ x2 +
5
6
x3 +

1
2
x4 +

1
8
x5 − 11

72
x6 +O(x7).

Because of the minus sign it can not be the generating function of the operad P ! = Alt!. So this implies also
that both operads are not Koszul. But it gives also some information on the deformation cohomology. In
fact if Γ(E) is the free operad associated to the minimal model, then

dimχ(E(2)) = 2,
dimχ(E(3)) = −5,
dimχ(E(4)) = 12,
dimχ(E(5)) = −15,
dimχ(E(6)) = −110.

Since χ(E(6)) =
∑
i(−1)i dimEi(6), the graded space E(6) is not concentred in even degree. Then the

6-cochains of the deformation cohomology are 6-linear maps of odd degree.



Chapter 6

Current operads, Dihedral, Cyclic and
Hopf operads

In this chapter we investigate different properties of a quadratic operad P such as dihedrality, cyclicity and
the property of being Hopf. We also define the current operad P̃ associated to P in the context of quadratic
operad with only one binary generating operation (the algebras over this operad have only one binary
operation). The dual operad of P, denoted by P ! (see [46] for terminology), equals to P ! = hom(P,Lie),
where Lie is the quadratic operad corresponding to Lie algebras. For any P-algebra A and P !-algebra B,
the vector space A⊗ B is naturally provided with a Lie algebra product [46]

µ(a1 ⊗ b1, a2 ⊗ b2) = µA(a1, a2)⊗ µB(b1, b2)− µA(a2, a1)⊗ µB(b2, b1), (6.1)

where µA (resp. µB) is the product of A (resp. B). So the “natural” tensor product µA⊗B = µA ⊗ µB
provides A⊗ B with a Lie-admissible algebra structure.

In 4 and [55] we introduced special classes of Lie-admissible algebras with defining axioms determined by
the subgroups Gi of Σ3 and their corresponding quadratic operads denoted Gi-ass. Among these operads,
we find operads for Lie-admissible, associative, Vinberg and pre-Lie algebras. For the operads Gi-ass we
proved in [55] that for every P-algebra A and P !-algebra B, the tensor product A⊗ B is a P-algebra. This
is not true for general nonassociative algebras and, for example, if P is the operad for Leibniz algebras
or for nonassociative algebras associated to Poisson algebras [59], the tensor product of a P-algebra and a
P !-algebra is not a P-algebra. In this sense, Gi-associative algebras, which are algebras over Gi-ass, are the
most regular nonassociative algebras. So we introduce a quadratic operad, the current operad, denoted by
P̃, such that the tensor product of a P-algebra with a P̃-algebra is a P-algebra and such that P is maximal
with this property. Without requiring the maximality, one could take, for instance, P = 11.

The name current refers to current Lie algebras, which are Lie algebras of the form L ⊗ A, where L is a
Lie algebra and A is a associative commutative algebra equipped with the bracket

[x⊗ a, y ⊗ b]L⊗A = [x, y]L ⊗ ab.

Remark that in this case we have P = Lie and that associative commutative algebras are algebras on
Com = P !.

6.1 Nonassociative algebras and operads

Let P be a quadratic operad with one binary generating operation. We consider the action of Σ3 on Γ(E)(3)
given by:

Σ3 × Γ(E)(3) → Γ(E)(3)
(σ,X) 7→ σ(X)

69
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where {
σ(xi · (xj · xk)) = xσ−1(i) · (xσ−1(j) · xσ−1(k)),
σ((xi · xj) · xk) = (xσ−1(i) · xσ−1(j)) · xσ−1(k)).

For any X ∈ Γ(E)(3), O(X) denotes the orbit of X and K(O(X)) the linear span of O(X) which is a
Σ3-invariant subspace of Γ(E)(3). More generally, if X1, · · · , Xk are vectors in Γ(E)(3), we denote by
K(O(X1, · · · , Xk)) the Σ3-invariant subspace of Γ(E)(3) generated by O(X1) ∪ · · · ∪ O(Xk). It is clear
that K(O(X1, · · · , Xk)) is a Σ3-module of finite rank.

Definition 41 If P is the quadratic operad

P = Γ(E)/(R),

the rank of P is the rank of the Σ3-module R ⊂ Γ(E)(3).

Using the action of Σ3 on Γ(E)(3) we define some linear maps on this module as follows. Let K[Σ3] be the
group algebra of Σ3. Its elements are formal combinations v = a1σ1 + a2σ2 + · · · + a6σ6 with ai ∈ K and
σi ∈ Σ3. For v =

∑6
i=1 aiσi ∈ K[Σ3], we put

v(X) =
6∑
i=1

aiσi(X), ∀X ∈ Γ(E)(3).

If F is an invariant subspace of Γ(E)(3), we have v(X) ∈ F for all X ∈ F.

Let (A, µ) be a P-algebra and let ALµ = µ ◦ (µ ⊗ Id) and ARµ = µ ◦ (Id ⊗ µ). Then the associator of µ is
written Aµ = ALµ −ARµ . For each vector v =

∑6
i=1 aiσi in K[Σ3] we define the linear map ΦAv on A⊗3 by

ΦAv : A⊗3 → A⊗3

(X1 ⊗X2 ⊗X3) 7→
∑6
i=1 ai(Xσ−1

i (1) ⊗Xσ−1
i (2) ⊗Xσ−1

i (3)).

Any quadratic relation for µ is clearly of the form

ALµ ◦ ΦAv −ARµ ◦ ΦAw = 0, (6.2)

for some v =
∑6
i=1 aiσi, w =

∑6
i=1 biσi ∈ K[Σ3]. The module R is therefore spanned by the vectors

v((x1 · x2) · x3))− w(x1 · (x2 · x3)).

By definition, if P is of rank 1, the product satisfies precisely one relation (6.2).

Proposition 44 Let P be a quadratic operad with one generating operation such that the Σ3-submodule R
of relations is generated by the vectors:

vl((x1 · x2) · x3 − x1 · (x2 · x3)),

with vl ∈ K[Σ3], for some l = 1, · · · , k . Then P is of rank 1.

Proof. The Σ3-invariant subspace of Γ(E)(3) generated by

((x1 · x2) · x3 − x1 · (x2 · x3))

is isomorphic to K[Σ3]. This isomorphism is given by:

v((x1 · x2) · x3 − x1 · (x2 · x3)) −→ v.

We saw in [56] that every Σ3-submodule F of K[Σ3] is of rank 1. Then there is a vector v ∈ K[Σ3] such that
F = Fv = K(O(v)) where O(v) is the orbit of v of the natural action of Σ3 on K[Σ3]. We conclude that the
rank of R, and then of P, is 1.
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6.2 The operad P̃ associated to a quadratic operad P

In this section we define a quadratic operad P̃ whose fundamental property is that any P-algebra tensored
with a P̃-algebra is a P-algebra.

Let P be a quadratic operad generated by E ⊂ K[Σ2], R the module of relations and (A, µ) a P-algebra.
The axioms of A determine the submodule R of Γ(E)(3). If R is of rank k, then the product µ satisfies k
relations

ALµ ◦ ΦAvp −A
R
µ ◦ ΦAwp = 0, (6.3)

where vp, wp ∈ K[Σ3] for p ∈ I = {1, · · · , k} and the vectors (vp ⊕ wp)p∈I are linearly independent.

Relations (6.3) show that R can be described as

R = Span {vp((x1 · x2) · x3)− wp(x1 · (x2 · x3)), 1 ≤ p ≤ k}

with vp =
6∑
i=1

aipσi and wp =
6∑
i=1

bipσi for 1 ≤ p ≤ k. Let (A | B) be the k× 12 matrix given by A = (aip) and

B = (bip) for i = 1, · · · , 6 and p = 1, · · · , k. By hypothesis the matrix (A | B) is of rank k.

Definition 42 We say that the system of generators of R is reduced if there is an extracted matrix of (A | B)
of order k that equals to the identity matrix up permutations of lines. We say that such a matrix (A | B) is
reduced.

It is clear that R can always be represented by a reduced system of generators. If fact if (A | B) is of rank
k, there is C invertible of order k, extracted from (A | B) and

(A1 | B1) = C−1(A | B) = (αip | βip)

is reduced. Now we can consider the reduced system of generators of R associated to (A1 | B1):

R = Span
{
v′p((x1 · x2) · x3)− w′p(x1 · (x2 · x3)), 1 ≤ p ≤ k

}
(6.4)

with v′p =
6∑
i=1

αipσi, w
′
p =

6∑
i=1

βipσi for 1 ≤ p ≤ k.

We denote by R̃C the K[Σ3]-module generated by the vectors
αipα

j
p(σi − σj)((x1 · x2) · x3),

βipβ
j
p(σi − σj)(x1 · (x2 · x3)),

αipβ
j
p (σi((x1 · x2) · x3)− σj(x1 · (x2 · x3))) ,

(6.5)

for 1 ≤ i, j ≤ 6 and 1 ≤ p ≤ k. The subscript C means that the system of generators of R̃C depends of the
matrix C. With the system (6.5) we associate a matrix k × 12

(E | F )

whose coefficients are 0 (resp. 1) if the corresponding coefficient in the matrix (A | B) is 0 (resp. non
zero). Then the lines of (E | F ) describe all the relations of type σi((x1 · x2) · x3) = σj((x1 · x2) · x3),
σi((x1 · x2) · x3) = σj(x1 · (x2 · x3)) or σi(x1 · (x2 · x3)) = σj(x1 · (x2 · x3)) which are given in (6.5).

Definition 43 A path in the matrix (E | F ) is a maximal union of horizontal and vertical segments whose
endpoints are 1 of the matrix.
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For example if (E | F ) =
(

1 0 1 0 1
0 1 0 1 1

)
we have only one way

 1 − 1 − 1
|

1 − 1− 1


The matrix (E | F ) can be represented by a finite number χ(C) of such paths.

Definition 44 A matrix C which reduces the initial system (A | B) is called maximal if χ(C) is maximal
among all systems associated to the initial one.

Let C0 be a maximal reduction matrix. We denote by

(A0 | B0) = C−1
0 (A | B) = (ρij |λij).

Let Ẽ be the sub-module of K[Σ2] defined by

Ẽ =
{
E if E = K[Σ2] ' 11⊕ Sgn2,
Com(2) = 11 if E = 11 or E = Sgn2,

where 11 is the one-dimensional trivial representation, Sgn2 the one-dimensional signum representation and
Com denotes the operad for associative commutative algebras. If Ẽ = K[Σ2], we denote by R̃ = R̃C0 the
K[Σ3]-module generated by the vectors

ρipρ
j
p(σi − σj)((x1 · x2) · x3),

λipλ
j
p(σi − σj)(x1 · (x2 · x3)),

ρipλ
j
p (σi((x1 · x2) · x3)− σj(x1 · (x2 · x3))) ,

for 1 ≤ p ≤ k. If Ẽ = Com(2), R̃ is generated by the above vectors modulo the commutativity relations.

Definition 45 Let P be a quadratic operad with one generating operation. We define the operad P̃ as the
quadratic operad P̃ = Γ(Ẽ)/(R̃), where Ẽ and R̃ are as above.

This operad is called the current operad associated with P. We have the main result:

Theorem 46 Let (A, µA) be a P-algebra and (B, µB) a P̃-algebra. Then A⊗B with the operation µA⊗B is
a P-algebra. The operad P̃ is maximal among quadratic operads with one operation of the same arity having
this property. The maximality means that each operad Q with the required property is a sub-operad of P̃.

Proof. Let (A, µA) be a P-algebra. The following property holds for µA:

(ALµA ◦ ΦAv′p −A
R
µA ◦ ΦAw′p)(x1 ⊗ x2 ⊗ x3) = 0

for p = 1, · · · , k with v′p =
∑6
i=1 ρ

i
pσi, w

′
p =

∑6
i=1 λ

i
pσi and (ρip | λip) reduced. If B is a P̃-algebra, its product

µB satisfies 
ALµB ◦ ΦBσi−σj (y1 ⊗ y2 ⊗ y3) = 0, if ∃p, ρipρjp 6= 0,

ARµB ◦ ΦBσi−σj (y1 ⊗ y2 ⊗ y3) = 0, if ∃p, λipλjp 6= 0,

ALµB ◦ ΦBσi −A
R
µB ◦ ΦBσj (y1 ⊗ y2 ⊗ y3) = 0, if ∃p, ρipλjp 6=0.

The product µA⊗B satisfies, for (j, k)∈{1, · · · , 6}2 such that ρjpλ
k
p 6= 0,
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(ALµA⊗B ◦ ΦA⊗Bv′p
−ARµA⊗B ◦ ΦA⊗Bw′p

)(x1 ⊗ y1 ⊗ x2 ⊗ y2 ⊗ x3 ⊗ y3)

=
6∑
i=1

(ρipA
L
µA⊗B ◦ ΦA⊗Bσi − λipARµA⊗B ◦ ΦA⊗Bσi )(x1 ⊗ y1 ⊗ x2 ⊗ y2 ⊗ x3 ⊗ y3)

=
6∑
i=1

ρip(A
L
µA ◦ ΦAσi(x1 ⊗ x2 ⊗ x3)⊗ALµB ◦ ΦBσi(y1 ⊗ y2 ⊗ y3))

−
6∑
i=1

λip(A
R
µA ◦ ΦAσi(x1 ⊗ x2 ⊗ x3)⊗ARµB ◦ ΦBσi(y1 ⊗ y2 ⊗ y3))

=
6∑
i=1

ρip(A
L
µA ◦ ΦAσi(x1 ⊗ x2 ⊗ x3))⊗ALµB ◦ ΦBσj (y1 ⊗ y2 ⊗ y3)

−
6∑
i=1

λip(A
R
µA ◦ ΦAσi(x1 ⊗ x2 ⊗ x3))⊗ARµB ◦ ΦBσk(y1 ⊗ y2 ⊗ y3)

=
6∑
i=1

(
ρipA

L
µA ◦ ΦAσi(x1 ⊗ x2 ⊗ x3)− λipARµA ◦ ΦAσi(x1 ⊗ x2 ⊗ x3)

)
⊗ALµB ◦ ΦBσj (y1 ⊗ y2 ⊗ y3)

= (ALµA ◦ ΦAvp −A
R
µA ◦ ΦAwp)(x1 ⊗ x2 ⊗ x3)⊗ALµB ◦ ΦBσj (y1 ⊗ y2 ⊗ y3)

= 0.

If, for a given p, all ρjpλ
k
p = 0, it means that we have

(ALµA ◦ ΦAv′p)(x1 ⊗ x2 ⊗ x3) = 0

or
(ARµA ◦ ΦAw′p)(x1 ⊗ x2 ⊗ x3) = 0

and the result will obviously follows from similar calculations.
Concerning the maximality, we consider the free algebra L(V ) on a K-vector space V satisfying the axioms

6∑
i=1

aip(xσi(1)xσi(2))xσi(3) −
6∑
i=1

bjpxσj(1)(xσj(2)xσj(3)) = 0, (6.6)

for p = 1, · · · , k. It is the same to say that L(V ) is defined by the relations

6∑
i=1

ρip(xσi(1)xσi(2))xσi(3) −
6∑
i=1

λipxσj(1)(xσj(2)xσj(3)) = 0., (6.7)

with matrix (A0 | B0) = (ρip | λip) related to this system admitting an extracted matrix of order k that equals
to the identity after some permutations of the lines. Assume that

(ρilp |λjmp ) = Id

for l = 1, · · · , k1 and m = 1, · · · , k2 with k1 + k2 = k. We denote by Ik1 = {i1, · · · , ik1} and Jk2 =
{j1, · · · , jk2} . Then System (6.7) is equivalent to

ALµL(V )
◦ΦL(V )

σil
= −ALµL(V )

◦
∑
i/∈Ik1

ρilΦ
L(V )
σi +ARµL(V )

◦
∑
j /∈Jk2

λjlΦ
L(V )
σj ,

l = 1, · · · , k1,

ARµL(V )
◦ΦL(V )

σjm = ALµL(V )
◦
∑
i/∈Ik1

ρimΦL(V )
σi −ARµL(V )

◦
∑
j /∈Jk2

λjmΦL(V )
σj ,

m = k1 + 1, · · · , k.

(6.8)
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Let B be a K-algebra. Then L(V )⊗B satisfies (6.8) if and only if

(ALµL(V )
⊗ALµB ) ◦(ΦL(V )

σil
⊗ ΦBσil ) = −(ALµL(V )

⊗ALµB )◦
∑
i/∈Ik1

ρil(Φ
L(V )
σi ⊗ ΦBσi)

+(ARµL(V )
⊗ARµB )◦

∑
j /∈Jk2

λjl (Φ
L(V )
σj ⊗ΦBσj ),

l = 1, · · · , k1

(ARµL(V )
⊗ARµB ) ◦(ΦL(V )

σjm ⊗ ΦBσjm ) = (ALµL(V )
⊗ALµB )◦

∑
i/∈Ik1

ρim(ΦL(V )
σi ⊗ ΦBσi)

−(ARµL(V )
⊗ARµB )◦

∑
j /∈Jk2

λjm(ΦL(V )
σj ⊗ΦBσj ),

m = k1 + 1, · · · , k.

We deduce, for the first equation
(ALµL(V )

◦
∑
i/∈Ik1

ρilΦ
L(V )
σi )⊗(ALµB ◦Φ

B
σil

)− (ARµL(V )
◦
∑
j /∈Jk2

λjlΦ
L(V )
σj )⊗(ALµB ◦Φ

B
σil

)

=(ALµL(V )
◦
∑
i/∈Ik1

ρilΦ
L(V )
σi )⊗(ALµB ◦Φ

B
σi)−(ARµL(V )

◦
∑
j /∈Jk2

λjlΦ
L(V )
σj )⊗(ARµB ◦Φ

B
σj),

l = 1, · · · , k1.

Similarly for the second equation, we get
(ALµL(V )

◦
∑
i/∈Ik1

ρimΦL(V )
σi )⊗(ARµB◦Φ

B
σjm

)−(ARµL(V )
◦
∑
j /∈Jk2

λjmΦL(V )
σj )⊗(ARµB◦Φ

B
σjm

)

=(ALµL(V )
◦
∑
i/∈Ik1

ρimΦL(V )
σi )⊗(ALµB◦Φ

B
σi)−(ARµL(V )

◦
∑
j /∈Jk2

λjmΦL(V )
σj )⊗(ARµB◦Φ

B
σj),

m = k1 + 1, · · · , k.

Since L(V ) is free, such equations are equivalent to

ρilA
L
µB ◦ (ΦBσil − ΦBσi) = 0,

λjl (A
L
µB ◦ ΦBσil −A

R
µB ◦ ΦBσj ) = 0,

ρim(ARµB ◦ ΦBσjm −A
L
µB ◦ ΦBσi) = 0,

λjlA
R
µB ◦ (ΦBσjm − ΦBσj ) = 0,

for i /∈ Ik1 , j /∈ Jk2 , l ∈ {1, · · · , k1} and m ∈ {k1 + 1, · · · , k}.

(6.9)

and using the property of the coefficients ρip and λip, we recognize the relations defining R̃ . The maximality
of χ(C) implies the minimality of the system of relations.

6.3 Examples

6.3.1 P = Lie

If P = Lie then P̃ = P ! = Com the operad for associative commutative algebras. Indeed, in this case, k = 1
and v1 = w1 = Id + c1 + c2. As v1 = w1, a P̃-algebra is associative. Moreover Ẽ = Com(2) because Lie =
Γ(E)/(R) with E = Sgn2. We conclude that P̃ = Com.

6.3.2 P = Leib

Let P = Leib be the Leibniz operad. A Leibniz algebra satisfies the relation

x(yz)− (xy)z − (xz)y = 0.

In this case, the associated elements of a P̃-algebra fulfill the relation

x(yz) = (xy)z

and
(xy)z = (xz)y.
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Thus a L̃eib-algebra is an associative algebra satisfying

xyz = xzy.

This relation is equivalent to
x[y, z] = 0

with [y, z] = yz − zy. This last identity implies that the derived Lie subalgebra is abelian, and the Lie
algebra is 2-step nilpotent. The dual operad, also denoted Zinb, describes algebras satisfying

(xy)z − x(yz)− x(zy) = 0.

Thus if a L̃eib-algebra satisfies also the relation x(yz) = (xy)z = 0 (every product of 3 elements of the
associative algebra is zero), it is a Zinb-algebra (Zinbiel algebra) i.e. a Leib!-algebra ([16]). These algebras
are nilalgebras A satisfying A3 = 0. For example, any associative commutative algebra is a L̃eib-algebra.
Every L̃eib-algebra with unit is commutative. In dimension 3 the algebra defined by

e1e1 = e2, e1e3 = e3e3 = e2

is a noncommutative L̃eib-algebra.

6.3.3 P = Poiss

A Poisson algebra over K is a K-vector space equipped with two bilinear products:
1) a Lie algebra product, denoted by {, }, called the Poisson bracket,
2) an associative commutative product, denoted by •.

These two operations satisfy the Leibniz condition:

{X • Y, Z} = X • {Y,Z}+ {X,Z} • Y,

for all X,Y, Z. In [92], one proves that a Poisson algebra can be defined by only one nonassociative product,
denoted by X · Y , satisfying the following identity

3A·(X,Y, Z) = (X · Z) · Y + (Y · Z) ·X − (Y ·X) · Z − (Z ·X) · Y, (6.10)

where A·(X,Y, Z) = (X · Y ) ·Z −X · (Y ·Z) is the associator of the product ·. The corresponding quadratic
operad has one generating operation and of rank 1. Let us denote by Poiss this operad. If

v1((xi · xj) · xk)− w1(x1 · (x2 · x3))

is the generator of the module of relations R of Poiss, we have

v1 = 3Id− τ23 − c1 + τ12 + c2

and
w1 = 3Id.

So P̃oiss is generated by 
(x1 · x2) · x3 − (x1 · x3) · x2,
(x1 · x2) · x3 − (x2 · x3) · x1,
(x1 · x2) · x3 − (x2 · x1) · x3,
(x1 · x2) · x3 − (x3 · x1) · x2,
(x1 · x2) · x3 − x1 · (x2 · x3),

and P̃oiss = Comm3.
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Remark. Here, we considered the standard product on the tensor product of algebras given by formula
(6.1), but it is possible to consider also modified ones. For instance, let (A, µA) and (B, µB) be two Poisson
algebras with a nonassociative product satisfying (6.10). Let τ be the twist map:

τ(x⊗ y) = y ⊗ x.

If we consider on A⊗ B the following product

µA ⊗τ µB = 3µA ⊗ µB − µA ⊗ (µB ◦ τ)− (µA ◦ τ)⊗ µB + (µA ◦ τ)⊗ (µB ◦ τ)

then (A⊗ B, µA ⊗τ µB) is a Poisson algebra.

6.3.4 The operads Gi-ass

Let Gi-ass! be the quadratic dual operad of Gi-ass. We denote by (RVi)
! the submodule of Γ(E)(3) defining

(Gi-Ass)!. We have

(RV1)! = RV1 ,
(RV2)! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 − (x2 · x1) · x3)),
(RV3)! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3)− (x1 · x3) · x2)),
(RV4)! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 − (x3 · x2) · x1)),
(RV5)! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 − (x2 · x3) · x1)),
(RV6)! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 − (x2 · x1) · x3;

(x1 · x2) · x3 − (x1 · x3) · x2)).

Proposition 45 The operad G1-ass! = Ass is of rank 1. For 2 ≤ i ≤ 6, the operads Gi-ass! are of rank 2.

Proof. The case i = 1 is trivial (it is also a consequence of Proposition 2). Let us prove that the rank
of (RVi)

! is 2 for i = 2, ·, 5. The case of (RV6)! will be treated separately. We denote by vji , j = 1, 2 the
generators of (RVi)

!. Then {
v1
i = (ALµB −A

R
µB)(x1 ⊗ x2 ⊗ x3),

v2
i = (ALµB −A

R
µB ◦ Φσi)(x1 ⊗ x2 ⊗ x3),

with 
σ2 = τ12,
σ3 = τ23,
σ4 = τ13,
σ5 = c1 ( or c2).

For i = 6, the space (RV6)! is generated by the vectors

(x1 · x2) · x3 − x1 · (x2 · x3), (x1 · x2) · x3 − (x2 · x1) · x3 and (x1 · x2) · x3 − (x1 · x3) · x2.

But we can write
(x1 · x2) · x3 − (x2 · x1) · x3 = (Id− τ12)((x1 · x2) · x3)

and
(x1 · x2) · x3 − (x1 · x3) · x2 = (Id− τ23)((x1 · x2) · x3).

The Σ3-invariant subspace of K[Σ3] generated by the vectors Id − τ12 and Id − τ23 is of dimension 5, and
from the classification [56], this space corresponds to Fv = K(O(v)) with

v = 2Id− τ12 − τ13 − τ23 + c1.

We conclude that this operad is of rank 2.

Proposition 46 For P = Gi-ass, 1 ≤ i ≤ 6, one has

P ! = P̃.
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Proof. In this case P̃ is defined by the module of relations
ρl1ρ

m
1 (σl − σm)((x1 · x2) · x3),

λl1λ
m
1 (σl − σm)(x1 · (x2 · x3)),

ρl1λ
m
1 (σl((x1 · x2) · x3)− σm(x1 · (x2 · x3))).

where σl and σm ∈ Gi and

ρr1 = λr1 =
{

(−1)ε(σs) if σs ∈ G,
0 otherwise.

This system reduces to {
((x1 · x2) · x3)− (x1 · (x2 · x3)),
ρl1ρ

m
1 (σl − σm)((x1 · x2) · x3),

which defines the dual operad.
In particular, if P = LieAdm, then P ! = P̃ is the quadratic operad Comm3 defined by the submodule of
relations

R = (RV6)!.

A Comm3-algebra A is 3-commutative in the sense that it is associative and satisfies

xi · xj · xk = xσ(i) · xσ(j) · xσ(k)

for every σ ∈ Σ3. If A is unitary this implies that A is commutative. In the general case A2 = A · A is
contained in the center of A. The associated Lie algebra is two step nilpotent.

6.3.5 K [Σ3]-associative Lie-admissible algebras

In this section we describe the P-algebras, P !-algebras and P̃-algebras, where P corresponds to the K [Σ3]-
associative Lie admissible algebras. We use the classification of Chapter 1 (see also [56]). We denote by
(x, y, z) = (x · y) · z − x · (y · z).

(I)


P = LieAdm : (x, y, z)− (y, x, z)− (x, z, y)− (z, y, x) + (y, z, x) + (z, x, y) = 0.
P ! : (x, y, z) = 0, x · y · z = y · x · z = x · z · y.
P̃ = P !

(II)


P = G5-ass : (x, y, z) + (y, z, x) + (z, x, y) = 0.
P ! : (x, y, z) = 0, x · y · z = y · z · x = z · x · y.
P̃ = P !

(III)

 P : α(x, y, z)− α(y, x, z) + (α+ β − 3)(z, y, x)− β(x, z, y) + β(y, z, x)
+(3− α− β)(z, x, y) = 0, (α, β) 6= (1, 1),

P ! : (x, y, z) = 0, (α− β)(x · y · z − y · x · z) + (α+ 2β − 3)(z · y · x− z · x · y) = 0,

The computation of P̃ depends on the values of the parameters α and β. If (α, β) /∈ {(3, 0), (0, 3), (0, 0)},
then:

P̃ = LieAdm!

If (α, β) = (3, 0) then P = G2-ass and
P̃ = P ! = G2-ass!.

If (α, β) = (0, 3) then P = G4-ass and
P̃ = P ! = G4-ass!.

If (α, β) = (0, 0), then P = G3-ass and
P̃ = P ! = G3-ass!.
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(IV1)


P : (x, y, z) + (1 + t)(y, x, z) + (z, y, x) + (y, z, x) + (1− t)(z, x, y) = 0, t 6= 1,
P ! : (x, y, z) = 0, (t− 1)x · y · z − (t− 1)y · x · z − (t+ 2)z · y · x

+(1 + 2t)x · z · y − (1 + 2t)y · z · x+ (t+ 2)z · x · y = 0,
P̃ = LieAdm!.

(IV2)


P : 2(x, y, z) + (y, x, z) + (x, z, y) + (y, z, x) + (z, x, y) = 0,
P ! : (x, y, z) = 0, x · y · z + y · x · z − z · y · x− z · x · y = 0,
P̃ = LieAdm!.

(V )


P : 2(x, y, z)− (y, x, z)− (z, y, x)− (x, z, y) + (y, z, x) = 0,
P ! : (x, y, z) = 0, x · y · z − y · x · z − z · y · x− x · z · y + y · z · x+ z · x · y = 0,
P̃ = LieAdm!.

(V I)


P = Ass : (x, y, z) = 0,
P ! = Ass,
P̃ = Ass.

Proposition 47 Let P be an operad corresponding to a class of K[Σ3]-associative Lie-admissible algebras.
Then P̃ = P ! if and only if P is the operad Gi-Ass for some i.

6.3.6 3-power associative algebras

Every Gi-p3ass-algebra is 3-power associative (or third-power associative) algebra (see Chapter 5 or [56]).
The corresponding dual operads are described by the following ideals of relations:

(RW1)! = RW1 = RV1 ,
(RW2)! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 + (x2 · x1) · x3)),
(RW3)! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3) + (x1 · x3) · x2)),
(RW4)! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 + (x3 · x2) · x1)),
(RW5)! = R!

V5
,

(RW6)! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 + (x2 · x1) · x3;
(x1 · x2) · x3 + (x1 · x3) · x2)).

The proof is analogous to the Lie-admissible case. Note that these operads are also of rank 2 except for i = 1
which is of rank 1.

Proposition 48 If P = Gi-p3ass, then P̃ = (Gi-ass)! = G̃i-ass.

Proof. The computation is analogous to the proof of Proposition 46. Let us note that P̃ 6= P ! except for
P = (G1-p3Ass) and (G5-p3Ass). For example,

•
˜G2-p3Ass = Perm.

•
˜G4-p3Ass = (G4-Ass)!.

This means that a ˜G4-p3Ass is an associative algebra A satisfying

abc = cba,

for any a, b, c ∈ A.

•
˜G6-p3Ass = LieAdm!,

that is, the binary quadratic operad whose corresponding algebras are associative and satisfying

abc = acb = bac.
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6.3.7 The operad Alt

The current operad Ãlt of Alt for alternative algebras is the operad for associative algebras satisfying

abc = bac = cba = acb = bca,

that is, 3-commutative associative algebras. Thus

Ãlt = LieAdm!.

6.4 Case where P has a generating operation with a symmetry

In all previous examples, except P = Lie, we considered generating operation without symmetry. We can
also find the quadratic operads generated by a commutative operation (i.e E = 11) or an anticommutative
one (i.e E = Sgn2) such that P̃ = P !.

Proposition 49 Let P = Γ(E)/(R) be a quadratic operad generated by an operation with a symmetry (i.e.
E = Sgn2 or E = 11). If P̃ = P ! then E = Sgn2.

We can easily verify that P1 = Lie or P2 = Γ(Sgn2) satisfy this property: P̃1 = Com = P1
! and P̃2 =

Γ(11) = P2
!, where Γ(11) denotes the free operad generated by the trivial representation.

Remark. We restricted our attention to quadratic operad with one binary generating operation µ : V ⊗2 →
V . But the concept of P̃ operad can by extended to an arbitrary quadratic operad P, that is, generated by
more than one n-ary operation.

6.5 Dihedral and cyclic operads

6.5.1 Monoidal structures

Consider the category P-alg of algebras over a fixed operad P. Following [44, 96] we say that P is a Hopf
operad , if the category P-alg admits a strict monoidal structure � : P-alg×P-alg→ P-alg such that the
forgetful functor : P-alg → VectK to the category of K-vector spaces with the standard tensor product,
is a strict monoidal morphism, see [80, VII.1] for the terminology. This condition can be expressed solely in
terms of P as in the following definition.

Definition 47 An operad P is a Hopf operad if there exists an operadic map ∆ : P → P ⊗P (the diagonal)
which is coassociative in the sense that

(∆⊗ 11P)∆ = (11P ⊗∆)∆, (6.11)

where 11P : P → P denotes the identity. We also assume the existence of a counit e : P → Com, where Com
is the operad for commutative associative algebras, satisfying

(e⊗ 11P)∆ = (11P ⊗ e)∆ = 11P . (6.12)

The last equation uses the canonical identification P ∼= Com ⊗ P ∼= P ⊗ Com. Our terminology slightly
differs from the original one of [44] which did not assume the counit. Our assumption about the existence
of the counit rules out trivial diagonals.

The diagonal ∆ : P → P⊗P induces a product � : P-alg×P-alg→ P-alg in a way described for example
in [91, page 197]. Equation (6.11) is equivalent to the coassociativity of this product. To interpret (6.12),
observe that, since Com is isomorphic to the endomorphism operad EndK of the ground field, the counit e
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equips K with a P-algebra structure. Equation (6.12) then says that K with this structure is the unit object
for the monoidal structure induced by ∆.

In the rest of this section we want to discuss the existence Hopf structures on quadratic operads P =
Γ(E)/(R) with one operation. Let us look more closely at the map e : P → Com first. Since Com =
Γ(112)/(Rass), with 112 the trivial representation of Σ2 and (Rass) the ideal generated by the associativity,
the counit e is determined by a Σ2-equivariant map

e(2) : E → 112. (6.13)

If E = 112 (case (1) of the nomenclature of the introduction), such a map is the multiplication by a scalar α.
If E = sgn2 (case (2)), the only equivariant e(2) is the zero map. Finally, if E = K[Σ2] (case (3)), e(2) must
be the projection K[Σ2]→ 112 multiplied by some α ∈ K.

Equation (6.12) implies the non-triviality of e(2). This excludes case (2) and implies that α 6= 0 in
cases (1) and (3). In these two cases we may moreover assume the normalization α = 1, the general case
can be brought to this form by rescaling e 7→ α−1e, ∆ 7→ α∆.

Let us introduce the following useful pictorial language. Denote by ∈ P(2) the operadic generator
for a type (3) operation (a multiplication with no symmetry). Similarly, we denote the generator for a

commutative operation by • and for an anti-commutative one by ◦ . The right action of the generator
τ ∈ Σ2 on P(2) is, in this language, described by

1 2
τ =

2 1
, •

1 2
τ = •

2 1
= •

1 2
and ◦

1 2
τ = ◦

2 1
= − ◦

1 2
.

The polarization (2.1) is then given by

•
1 2

=
1√
2

(
1 2

+
2 1

)
and ◦

1 2
:=

1√
2

(
1 2

−
2 1

)
,

and the depolarization (2.2) by

1 2
:=

1√
2

(
•

1 2
+ ◦

1 2

)
.

In the rest of this section we investigate the existence of diagonals for quadratic operads with one operation.
Since the diagonal is, by assumption, an operadic homomorphism, it is uniquely determined by its value on
a chosen generator of P(2). Let us see what can be concluded from this simple observation. As before, we
distinguish three cases.

Case (1). In this case, the operad P is generated by one commutative bilinear operation • ∈ P(2). The
diagonal must necessarily satisfy

∆( •
1 2

) = A

(
•

1 2
⊗ •

1 2

)
, for some A ∈ K.

The coassociativity (6.11) is fulfilled automatically while (6.12) implies A = 1.

Case (2). Analyzing the counit, we already observed that operads with one anti-symmetric operation do not
admit a (counital) diagonal. An easy argument shows that non-trivial diagonals for type (2) operads do not
exists even if we do not demand the existence of a counit. Indeed, in case (2) we have P(2) ∼= sgn2 while
P(2) ⊗ P(2) ∼= sgn2 ⊗ sgn2

∼= 112, therefore ∆(2) : P(2) → P(2) ⊗ P(2) is trivial, as is any Σ2 equivariant
map sgn2 → 112. Let us formulate this observation as:

Theorem 48 There is no non-trivial diagonal on a quadratic operad generated by an anti-symmetric product.
In particular, the operad Lie for Lie algebras is not an Hopf operad.

Case (3). As an operadic homomorphism, the diagonal (if exists) is uniquely determined by an element

∆(
1 2

) ∈ P(2) ⊗ P(2). The following proposition characterizes which choices of ∆(
1 2

) may lead to a
coassociative counital diagonal.
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Proposition 50 Let P be a quadratic Hopf operad generated by a type (3) product . Then there exists
B ∈ K such that the diagonal ∆ is given by

∆(
1 2

) =
1 2

⊗
1 2

−B
{

(
1 2

−
2 1

)⊗ (
1 2

−
2 1

)
}
. (6.14)

The polarized version of this equation reads
∆( •

1 2
) =

1√
2

{
•

1 2
⊗ •

1 2
+ (1− 4B)

(
◦

1 2
⊗ ◦

1 2

)}
,

∆( ◦
1 2

) =
1√
2

{
◦

1 2
⊗ •

1 2
+ •

1 2
⊗ ◦

1 2

}
.

(6.15)

Proof. A simple bookkeeping. The most general choice for ∆(2) : P(2)→ P(2)⊗ P(2) is

∆(
1 2

) = A(
1 2

⊗
1 2

) +B(
1 2

⊗
2 1

) (6.16)

+C(
2 1

⊗
1 2

) +D(
2 1

⊗
2 1

)

with some A,B,C,D ∈ K. A straightforward calculation shows that the coassociativity (∆ ⊗ 11P)∆ =
(11P ⊗∆)∆ for ∆ defined by (6.16) has the following four families of solutions:

(i) D = C = 0, A = B, (ii) B = C = −D, A arbitrary,

(iii) D = B = 0, A = C, (iv) B = C = D = A.

The counit condition (6.12) leads to the system:

A+ C = 1, B +D = 0, A+B = 1, and C +D = 0.

We easily conclude that the only solution is a type (ii) one with B = C = −D and A = 1 − B. This
gives (6.14) whose polarization is (6.15).

Proposition 50 offers a useful tool to investigate the existence of Hopf structures for type (3) operads. It
says that such an operad P is a Hopf operad if and only if there exists B ∈ K such that the diagonal defined
by (6.14) (resp. (6.15) in the polarized form) extends to an operad map, i.e. preserves the relations R in the
quadratic presentation Γ(E)/(R) of P.

Regarding the existence of diagonals in general, an operad might admit no Hopf structure at all (examples
of this situation are provided by Theorem 48), it might admit exactly one Hopf structure (see Example 6.5.1
for operads with this property), or it might admit several different monoidal structures, as illustrated in
Example 6.5.1.

Let us formulate another simple proposition whose proof we leave as an exercise. We say that P is a
set-operad , if there exists an operad S in the monoidal category of sets such that, for any n ≥ 1, P(n) is the
K-linear span of S(n), and that the operad structure of P is naturally induced from the operad structure of
S.

Proposition 51 Every set-operad P admits an Hopf structure given by the formula ∆(p) := p⊗ p, for any
p ∈ P.

Examples
1. Let LLq denote the operad for LLq algebras. Then the one-parameter family {LLq}q 6=∞ is a family of

Hopf operads, with the diagonal given by

∆(
1 2

) =
1 2

⊗
1 2

− 1− q
4

{
(

1 2
−

2 1
)⊗ (

1 2
−

2 1
)
}
. (6.17)
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The polarized version of this equation reads
∆( •

1 2
) =

1√
2

{
( •

1 2
⊗ •

1 2
+ q

(
◦

1 2
⊗ ◦

1 2

)}
,

∆( ◦
1 2

) =
1√
2

{
◦

1 2
⊗ •

1 2
+ •

1 2
⊗ ◦

1 2

}
.

(6.18)

The above normalized diagonal is moreover unique for each q 6= ∞. Observe that the limit for q → ∞ of
formulas (6.17) (resp. (6.18)) does not make sense and, indeed, it can be easily shown that the operad LL∞
is not Hopf.

2. We give an example of a category of algebras which admits several non-equivalent monoidal structures.
Let us consider a type (3) product x, y 7→ x · y, with the axiom

(x · y) · z = z · (y · x).

Then

∆(
1 2

) :=
1 2

⊗
1 2

−B
[
(

1 2
−

2 1
)⊗ (

1 2
−

2 1
)
]
.

defines an Hopf structure for any B ∈ K.
Above we saw an algebra admitting a one-parameter family of non-equivalent monoidal structures. It

would be interesting to see a structure that admits a discrete family of non-equivalent Hopf structures.

3. It can be shown that the only G-admissible algebras that admit a monoidal structure are associative
algebras. In particular, pre-Lie algebras do not form a monoidal category.

6.5.2 Cyclicity and dihedrality

In this section we study cyclicity [45] of operads mentioned in the previous sections. We then introduce the
notion of dihedrality of operads and investigate this property. To complete the picture, we also list results
concerning Koszulness [46] of some operads with one operation.

Let us recall first what is a cyclic operad. Let Σ+
n be the group of automorphisms of the set {0, . . . , n}.

This group is, of course, isomorphic to the symmetric group Σn+1, but the isomorphism is canonical only
up to an identification {0, . . . , n} ∼= {1, . . . , n+ 1}. We interpret Σn as the subgroup of Σ+

n consisting of
permutations σ ∈ Σ+

n with σ(0) = 0. If γ+
n ∈ Σ+

n denotes the cycle (0, . . . , n), that is, the permutation with
γ+
n (0) = 1, γ+

n (1) = 2, . . . , γ+
n (n) = 0, then γ+

n and Σn generate Σ+
n .

By definition, each operad P has a natural right action of Σn on each piece P(n), n ≥ 1. The operad P is
cyclic if this action extends, for any n ≥ 1, to a Σ+

n -action in a way compatible with structure operations.
See [91, Definition II.5.2] or the original paper [45] for a precise definition.

We already recalled in the introduction that an (ordinary) operad P is quadratic if it can be presented
as P = Γ(E)/(R), where E = P(2) and R ⊂ Γ(E)(3). The action of Σ2 on E extends to an action of Σ+

2 ,
via the sign representation sgn : Σ+

2 → {±1} ∼= Σ2. It can be easily verified that this action induces a cyclic
operad structure on the free operad Γ(E). In particular, Γ(E)(3) is a right Σ+

3 -module. An operad P as
above is called cyclic quadratic if the space of relations R is invariant under the action of Σ+

3 . Since R is, by
definition, Σ3-invariant, P is cyclic quadratic if and only if R is preserved by the action of the generator γ+

3 .

Remarks. There are operads that are both quadratic and cyclic but not cyclic quadratic. The simplest
example of this exotic phenomenon is provided by the free operad Γ(V2,2) generated by the 2-dimensional
irreducible representation V2,2 of Σ3

∼= Σ+
2 placed in arity 2. In general, an operad P is cyclic quadratic

if and only if it is both quadratic and cyclic and if the Σ+
2 -action on P(2) is induced from the operadic

Σ2-action on P(2) via the homomorphism sgn : Σ+
2 → {±1} ∼= Σ2.

Let us turn our attention to the cyclicity of operads for algebras with one operation. Since, as proved
in [45, Proposition 3.6], each quadratic operad with one operation of type (1) or (2) is cyclic quadratic,
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Operad Type of algebras Koszul Cyclic Dihedral Hopf
Ass = LL1 = G1-ass associative yes yes yes yes
Poiss = LL0 Poisson yes yes yes yes
LLq, q 6= 0,∞ LLq-algebras yes yes yes yes

LL∞ LL∞-algebras yes yes yes no
Vinb = G2-ass Vinberg yes no no no

pre − Lie pre-Lie yes no no no
G4-ass G4-associative yes yes no
G5-ass G5-associative no no yes no
G6-ass Lie-admissible yes yes yes no

Figure 6.1: Koszulness, quadratic cyclicity, dihedrality and Hopfness of operads with one type (3) operation.

we shall focus on operads with a type (3) multiplication. The right action of the generator γ+
3 ∈ Σ+

3 on
Γ(K[Σ2])(3) is described in the following table:

((x · y) · z)γ+
3 = x · (y · z), (x · (y · z))γ+

3 = (x · y) · z,
((y · z) · x)γ+

3 = (y · x) · z, (y · (z · x))γ+
3 = y · (x · z),

((z · x) · y)γ+
3 = y · (z · x), (z · (x · y))γ+

3 = (y · z) · x,
((y · x) · z)γ+

3 = x · (z · y), (y · (x · z))γ+
3 = (x · z) · y,

((z · y) · x)γ+
3 = z · (y · x), (z · (y · x))γ+

3 = (z · y) · x,
((x · z) · y)γ+

3 = (z · x) · y, (x · (z · y))γ+
3 = z · (x · y).

Using this table, it is easy to investigate the cyclicity of operads with one operation, see Example 6.5.2 where
the corresponding analysis was done for G5-associative algebras. The results are summarized in Figure 6.1.

In Definition 49 below we single out a property of quadratic operads responsible for the existence of
the dihedral cohomology [40, 78] of associated algebras. As far as we know, this property has never been
considered before. Let P = Γ(E)/(R) be a quadratic operad. Let λ ∈ Σ2 be the generator and define a
left Σ2-action on E using the operadic right Σ2-action by λe := eλ, for e ∈ E. It follows from the universal
property of free operads that this action extends to a left Σ2-action on Γ(E).

Definition 49 We say that a quadratic operad P = Γ(E)/(R) is dihedral if the left Σ2-action on Γ(E)
induces a left Σ2-action on P. A quadratic operad is cyclic dihedral, if it is both cyclic and dihedral and if
these two structures are compatible, by which we mean that

(λu)σ = λ(uσ),

for each u ∈ P(n), λ ∈ Σ2, σ ∈ Σ+
n and n ≥ 1. In other words, the cyclic and dihedral actions make each

piece P(n) of a cyclic dihedral operad a left Σ2- right Σ+
n -bimodule.

Remarks. We emphasize that dihedrality is a property defined only for quadratic operads. We do not
know how to extend this definition for a general operad. Observe that the left Σ2-action on Γ(E) induces
an action on P as required in Definition 49 if and only if the space of relations R ⊂ Γ(E)(3) is Σ2-stable.

The operad Γ(V2,2) considered in Remark 6.5.2 is quadratic, cyclic and dihedral, but not cyclic dihedral,
because the left Σ2-action on V2,2 is clearly not compatible with the right Σ+

2 -action. On the other hand,
each cyclic quadratic operad which is dihedral is cyclic dihedral.

We leave as an exercise to prove that all quadratic operads generated by one operation of type (1) or (2)
are dihedral. Therefore again the only interesting case to investigate is a type (3) operation. The dihedrality
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is then easily understood if we write the axioms in the polarized form as follows. Let E = K[Σ2] and
decompose

Γ(E)(3) = Γ+(E)(3)⊕ Γ−(E)(3), (6.19)

where Γ+(E)(3) is the Σ3-subspace of Γ(E)(3) generated by compositions x(yz) and [x, [y, z]], and Γ−(E)(3)
is the Σ3-subspace of Γ(E)(3) generated by compositions x[y, z] and [x, yz].

In the pictorial language of Section 6.5.1, Γ+(E)(3) is the Σ3-invariant subspace generated by compositions
of the following two types

•• and ◦◦
while Γ−(E)(3) is the Σ3-invariant subspace generated by

•◦ and ◦• .

Decomposition (6.19) is obviously Σ+
3 -invariant. It is almost evident that λ acts trivially on Γ+(E)(3) while

on Γ−(E)(3) it acts as the multiplication by −1. We therefore get for free the following:

Proposition 52 A quadratic operad P = Γ(E)/(R) generated by a type (3) multiplication is dihedral if and
only if the space of relations R decomposes as

R = R+ ⊕R−,

with R+ ⊂ Γ+(E)(3) and R− ⊂ Γ−(E)(3).

Example. In this example we show that the operad G5-ass for G5-associative algebras is dihedral but not
cyclic. Recall from Example 2.1.2 that the polarized form of the axioms for these algebras consists of the
Jacobi identity

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0

and equation (2.7)
[xy, z] + [yz, x] + [zx, y] = 0.

Since the left-hand side of the Jacobi identity belongs to Γ+(E)(3) and the right-hand side of (2.7) to
Γ−(E)(3), the space of relations obviously decomposes as required by Proposition 52. Therefore G5-ass is
dihedral.

Let us inspect the cyclicity. By definition, the unpolarized form of the axiom for G5-associative algebras
reads

A(x, y, z) +A(y, z, x) +A(z, x, y) = 0, (6.20)

where A denotes, as usual, the associator (8.9). The action of γ+
3 converts this equation to

−A(x, y, z) +A(y, x, z)−A(y, z, x) = 0.

The sum of the above equations gives

A(y, x, z) +A(z, x, y) = 0.

It is then a simple linear algebra to prove that this equation does not belong to the Σ3-closure of (6.20).
Therefore G5-ass is not cyclic.

Theorem 50 Cyclic quadratic operads generated by one operation are dihedral.

Proof. The claim is obvious when P is generated by one operation of type (1) or (2). Suppose P is a
quadratic operad of the form

P = Γ(E)/(R), where E =: K[Σ2].
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It was calculated in [45] that, as Σ+
3 -modules,

Γ+(E)(3) = 113 ⊕ V2,2 ⊕ sgn⊕ V2,2 and Γ−(E)(3) = V3,1 ⊕ V2,1,1, (6.21)

where the irreducible representations 11, sgn, V2,2, V3,1 and V2,1,1 are given by the following character table:

I (01) (012) (0123) (01)(23)
11 1 1 1 1 1
sgn 1 −1 1 −1 1
V2,2 2 0 −1 0 2
V3,1 3 1 0 −1 −1
V2,1,1 3 −1 0 1 −1

Observe that there are no common factors in Γ+(E)(3) and Γ−(E)(3), therefore it follows from an ele-
mentary representation theory that each Σ+

3 -invariant subspace R of Γ(E)(3) decomposes as R = R+ ⊕R−
with R+ ⊂ Γ+(E)(3) and R− ⊂ Γ−(E)(3). This means that P is dihedral, by Proposition 52.

Theorem 50 was a consequence of the fact that for operads generated by one operation, the Σ+
3 -spaces

Γ+(E)(3) and Γ−(E)(3) do not contain a common irreducible factor. The following example shows that this
is not longer true for general quadratic operads.

Example. Consider the quadratic operad P = Γ(E)/(R), where E := K[Σ2] ⊕ 112 and where (R) is the
operadic ideal generated by the relations

r1 := x · (yz) + y · (zx) + z · (xy) = 0 and
r2 := (xy) · z + (z · x)y + x(z · y) = 0.

In the above display, · denotes the multiplication corresponding to a generator of K[Σ2] and we, as usual,
omit the symbol for the commutative multiplication corresponding to a generator of 112. Then P is cyclic
but not dihedral.

Let us explain how this example was constructed. It can be calculated that in decomposition (6.19) of the
27-dimensional space Γ(E)(3),

Γ+(E)(3) = 3112 ⊕ sgn⊕ 4V2,2 ⊕ V3,1 and
Γ−(E)(3) = 2V3,1 ⊕ 2V2,1,1.

There is a common irreducible factor V3,1 which occurs both in Γ+(E)(3) and in Γ−(E)(3). Therefore, to
construct an operad which is cyclic but not dihedral, it is enough to choose a generator e+ of V3,1 in Γ+(E)
and a generator e− of V3,1 in Γ−(E) and define R to be the Σ+

3 -subspace of Γ(E)(3) generated by e+ + e−.
Operad P above corresponds to one of these choices.
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Chapter 7

n-ary algebras

The notion of n-ary algebra, that is, algebra whose product is given by a multilinear map, is not new.
But, in the last years, the Nambu model for the statistic and classical mechanics has been developed to
obtain, for example, a new formalization of Hamilton equations. If in the classical mechanic, the model
corresponds to a Poisson algebra, in the Nambu model, we have to consider a new type of algebras called
3-Lie algebras, whose bracket concerns 3-vectors. This type of algebras has been studied, in a algebraic point
of view, by Filippov. The notion of Filippov algebras corresponds exactly to Lie-Nambu algebras used in
the Nambu mechanic. Thus, it is natural to consider n-ary algebras in a more general sense and to approach
the Filippov algebras, for example, via associative algebras. But what is an n-ary associative algebra? Two
notions can be considered as natural generalization of the binary associativity. They are called totally and
partially associative algebras. At the end of the chapter we will introduce another associative notion to
speak on ternary product of matrices. But at first, we consider totally and partially associative algebras.
The n-ary associative algebras have been studied in details in the thesis of Gnedbaye [47]. But, in this
work and in the following, the n-odd case has been treated in the same way that the n-even case, which
cannot be the case. For example, in [47], the determination of the free n-ary partially associative algebra
is true for even n but it is wrong for odd n. In this chapter we compute the free associative 3-ary algebra.
We determine explicitly the dimensions and basis of the first homogeneous components of this free algebra.
For this, we have used an original coding of ternary and, more generally, n-ary trees. The results of this
chapter are in [62]. These results have conduced us to consider the notion of duality for ternary and more
generally n-ary operads. But this is the subject of the following chapter. As a consequence, we prove that
the operad for 3-ary partially associative algebras is not Koszul (this new result contradicts the works of [47]
and others). So the operadic cohomology directly defined by the equations of the operad is different from
the cohomology of the minimal model used, for example, to describe a deformation cohomology. All these
results are developed in the next chapter. In the present chapter we develop a simpler cohomological theory
for 3-ary partially associative algebras, where the coboundary operator is similar to the Hochschild operator
for classical associative algebras. We end this chapter, considering a 3-product on the vector space of the
non-square matrices. This product is extended to the vector spaces of tensors. Looking to the associativity
property of this product, we prove that we have to consider a generalization of the classical partially-
associativity with some permutations on the arguments appearing naturally. Thus, from this viewpoint, we
find again some classical properties of Lie triple systems.The operadic part of this generalized associativity
will be treated in the next chapter.

7.1 Associative n-ary algebras

Let K be a commutative field of characteristic zero and V a K-vector space. An n-ary algebra structure on
V is given by a linear map

µ : V ⊗n → V.

We denote by (V, µ) such an algebra. In the following, the notation I0 ⊗ µ and µ⊗ I0 means µ.

87
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Definition 51 The n-ary algebra (V, µ) is
• partially associative if µ satisfies

n−1∑
p=0

(−1)p(n−1)µ ◦ (Ip ⊗ µ⊗ In−p−1) = 0 (7.1)

• totally associative if µ satisfies

µ ◦ (µ⊗ In−1) = µ ◦ (Ip ⊗ µ⊗ In−p−1), (7.2)

for any p = 0, · · · , n− 1.

Example. The Gerstenhaber products. Let A be a (binary) associative algebra and H∗(A,A) its
Hochschild cohomology. The space of k-cochains is Ck(A) = HomK(A⊗k,A). Gerstenhaber defines a graded
pre-Lie algebra ⊕kCk(A) considering the product

•n,m : Cn(A)× Cm(A)→ Cn+m−1(A)

given by

(f •n,m g)(X1 ⊗ · · · ⊗Xn+m−1) =
m∑
i=1

(−1)(i−1)(m−1)f(X1 ⊗ · · · ⊗ g(Xi ⊗ · · ·Xi+m−1)⊗ · · · ⊗Xn+m−1).

A k-cochain µ satisfying µ •k,k µ = 0 provides A with a k-ary partially associative structure.

7.2 Partially Associative free n-ary algebras

The free algebras in the totally associative case, as well as in the partially associative case, are described in
[47] when the n-product corresponds to n even. We prove in Chapter 8 that the description are correct in
the even case. But when n is odd, we have noticed that the situation is completely different and we have to
study the (2k+ 1)-ary partially associative free algebras more precisely. In particular we prove in [107] that
the corresponding operad is not Koszul, and this result contradicts (in the odd case) some results presented
until now. In this chapter we focus on the case n = 2k+ 1 = 3. Using the Gerstenhaber notations we denote
by L(V, •3,3) the free 3-ary partially associative algebra on the K-vector space V . This algebra is graded

L(V, •3,3) = ⊕p≥1L
2p+1(V )

with L1(V ) = V, L3(V ) = V ⊗3. We denote by F (V, •) the free algebra on V corresponding to a 3-ary
product • on V. This algebra is also graded

F (V, •) = ⊕p≥1F
2p+1(V )

with F 1(V ) = V, F 3(V ) = V ⊗3. Then, for p > 1, L2p+1(V ) is a quotient space of F 2p+1(V ). Note that
L2p+1(V ) is also a quotient space of

⊕(a,b,c)∈D(2p+1,3)L
a(V )⊗ Lb(V )⊗ Lc(V ),

where D(k, 3) is the set of triples (a, b, c) of odd positif integers such that a + b + c = k. Now we have to
investigate each one of the components L2p+1(V ) and their dimension. For this, we process through several
steps.

i) Coding a vector of F 2p+1(V ). We denote by (v1 · v2 · v3) the vector of L3(V ) or F 3(V ) which is a
3-product of 3 vectors of V. An element of F 2p+1(V ) is a linear combination of vectors which are written as
a sequence of p parenthesis inserted on a sequence v1 · · · v2p+1 of length 2p+ 1, each parenthesis containing
3 vectors with the condition that a triple (a · b · c) between parenthesis is considered as one vector of V .
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For example (v1 · (v2 · (v3 · v4 · v5) · v6) · v7) ∈ F 7(V ). If {e1, · · · , en} is a basis of V , then F 2p+1(V ) is
generated by all (2p + 1)-uple of vectors of the basis on which we have inserted p parenthesis, each one
containing 3 vectors. We can code the place of these parenthesis by the position of the left parenthesis.
To simplify, we forget the first one which is always before the first vector (and the corresponding right
parenthesis which is after the last vector). Thus in F 5(V ) the parenthesis are coded by {1} , {2} , {3} and
corresponds respectively to the vectors ((v1 · v2 · v3) · v4 · v5), (v1 · (v2 · v3 · v4) · v5), (v1 · v2 · (v3 · v4 · v5)). In
F 7(V ), the parenthesis are coded by {11} , {12} , {13} , {14} , {15} , {22} , {23} , {24} , {25} , {33} , {34} , {35} .
For example (v1 ·(v2 ·(v3 ·v4 ·v5)·v6)·v7) corresponds to {23} . Moreover starting with a coding {n1n2 · · ·np−1}
and a vector v1 ⊗ · · · ⊗ v2p+1 of V 2p+1 we have only one vector of F 2p+1(V ) after putting brackets with the
defined coding.

Lemma 8 A (p − 1)-sequence {n1 · · ·np−1} of positive integers is a coding of an element of F 2p+1(V ) or
L2p+1(V ) if 1 ≤ n1 ≤ 3, n1 ≤ n2 ≤ 5, · · · , np−2 ≤ np−1 ≤ 2p− 1. Such a sequence is called admissible.

We denote by C̃p−1 the linear span of these sequences. Thus F 2p+1(V ) = C̃p−1 ⊗ V ⊗2p+1. For example,
if p = 2, then C̃1 = {{1} , {2} , {3}} and dimF 5(V ) = 3 · dimV ⊗5.

ii) non necessarily independent and independent relations. Let R2p+1 be the subspace of F 2p+1(V )
generated by the relations defining L2p+1(V ), that is, L2p+1(V ) = F 2p+1(V )/R2p+1. We denote by Cp−1

the corresponding independent relations of R2p+1 restricted to the elements of C̃p−1. Then R2p+1 = Cp−1 ⊗
V ⊗2p+1.

• For p = 2 we have C1 = {{1}+ {2}+ {3}} . Thus dimR5 = dimV ⊗5 and dimL5(V ) = 2 dimV ⊗5.

• For p = 3 we have

C2 = {{11}+ {14}+ {15} , {12}+ {22}+ {25} , {13}+ {23}+ {33} ,
{14}+ {24}+ {34} , {15}+ {25}+ {35} , {11}+ {12}+ {13} ,
{22}+ {23}+ {24} , {33}+ {34}+ {35}}.

All these relations are independent. Then dimR7 = 8 dimV ⊗7 and dimL7(V ) = 4 dimV ⊗7.

iii) Writing the relations of R2p+1. Assume that Cp−2 is known, that is, we have independent relations
in degree 2p − 1. The following rules permits to determinate all the relations (non independent) in degree
2p+ 1:

Consider an element of Cp−2. If {i1, · · · , ip−2} appears in this vector, then we obtain elements of C̃p−1

using the following two rules:
• Add the index i in front of each (p − 2) coded vector of this relation where i is successively equal to

1, 2, 3 and we replace il by il + (i− 1) for all the elements {i1, · · · , ip−2} of the element of Cp−2.

• For i = 1, 2, · · · , 2p− 1, add the index i in front of any (p− 2)-uple of element involved in the relation
with the addition condition: if {i1, · · · , ip−2} is the relation, if i1 ≤ i, conserve i1 otherwise replace i1 by
i1 +2, and apply the same rule for all further indices and at last rearrange the subscripts to get an admissible
sequence (described in the previous lemma).

Consequence. Starting from an element of Cp−2 we get 2p+ 2 elements of C̃p−1.

Example. We consider {11}+ {12}+ {13} ∈ C2. We obtain the following elements of C̃3 (and relations in
F 9(V )): 

{111}+ {112}+ {113} we add 1,
{222}+ {223}+ {224} we add 2 and change il by il + 1,
{333}+ {334}+ {335} we add 3 and change il by il + 2,
{111}+ {114}+ {115} we add 1 and change il by il + 2 if il > 1,
{112}+ {122}+ {125} we add 2 and change il by il + 2 if il > 2,
{113}+ {123}+ {133} we add 3 and change il by il + 2 if il > 3,
{114}+ {124}+ {134} we add 4 and reorganize the sequence,
{115}+ {125}+ {135} we add 5 and reorganize the sequence,
{116}+ {126}+ {136} we add 6 and reorganize the sequence,
{117}+ {127}+ {137} we add 7 and reorganize the sequence.
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In this case we obtain 80 relations on C̃3 starting from the 8 elements of C2.

iv) Independent relations. Using Mathematica we reduce the previous system of C̃p−1 to obtain Cp−1

.

Thus we obtain

Proposition 53 If dimV = n, the dimensions of homogeneous components of L(V, •3,3) are:

dimL3(V ) = n3, dimL5(V ) = 2n5, dimL7(V ) = 4n7,
dimL9(V ) = 5n9, dimL11(V ) = 6n11, dimL13(V ) = 7n13.

and more generally we conjecture that

dimL2p+1(V ) = (p+ 1)n2p+1.

Proof. For p = 1, · · · , 6, the computation have been made using Mathematica and verified directly (without
computer). Let us note that for p = 1, · · · , 4, the dimensions were obtained using a different coding by
Bremner [13].

It remains to give a basis of the free algebra. We have already computed the dimensions of the first
homogeneous components. Let us complete these results by describing a basis. For this we use a graphic
representation by planar trees with 3-branching nods (three entries and one exit as the multiplication is
3-ary). We decorate each leave with a vector of a basis of V to obtain a free family of elements of the free
algebra. Suppose V is n-dimensional. Then

• dimL3(V ) = n3. A basis is associated to the tree:

@@��

• dimL5(V ) = 2n5. A basis is associated to the trees

@@��
@@��

@@��
@@��

• dimL7(V ) = 4n7. A basis corresponds to the trees

@@��
@@��
@@��

@@��
@@��

@@��

@@��
@@��
@@��

@@��
@@��

@@��

• dimL9(V ) = 5n9. A basis is given by
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@@��
@@��

@@��
@@��
@@��

@@��

@@��
@@��
@@��
@@��

@@��
@@��
@@��

@@��

@@��
@@��@@��

@@��

• dimL11(V ) = 6n11. A basis is given by
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• dimL13(V ) = 7n13. A basis is given by
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The choice of the basis is non canonical. But we choose them for symmetry reasons. The rules providing
the relations of the subspace R2p+1 are easy to implement in order to solve the corresponding linear system.
This gives the dimensions of the spaces L2p+1(V ) (in fact, we find the dimensions of the modules of the
associated operad) for p = 2, 3, 4, 5 and 6. Let us notice that we can however present basic vectors for the
relations associated to the elements of

L2p−1 ⊗ L1 ⊗ L1 ⊕ L1 ⊗ L2p−1 ⊗ L1 ⊕ L1 ⊗ L1 ⊗ L2p−1.

We conjecture that a free family of L2p+1 for p ≥ 4 corresponds to the trees
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�������

The other are of the form
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???????
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q p−q−2
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�������

???????

�������

p−q−2 q
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�������
???????

�������

where q = 1, · · · , [p−2
2 ] and [, ] indicates the integer part of a rational number. If p is even, the last two trees

are related. If p is odd, these trees are independent.

Remark. Recall that for any vector space V , the associated tensor algebra T (V ) is the unique solution,
up to isomorphism, of the universal problem which determine from a linear application f : M → A in an
associative algebra A, a morphism of associative algebra T (V )→ A. The construction of this algebra comes
from the isomorphisms

Φn,m : T⊗n(V )⊗ T⊗m(V )→ T⊗(n+m)(V )

defined by

Φn,m((x1 ⊗ x2 ⊗ · · · ⊗ xn)⊗ (y1 ⊗ y2 · · · ⊗ ym)) = x1 ⊗ x2 ⊗ · · ·xn ⊗ y1 ⊗ y2 ⊗ · · · ⊗ ym.

In fact the multiplication µ of T (V ) is given by

µ((x1 ⊗ x2 · · · ⊗ xn)⊗ (y1 ⊗ y2 · · · ⊗ ym)) = Φn,m((x1 ⊗ x2 · · · ⊗ xn)⊗ (y1 ⊗ y2 · · · ⊗ ym))

and the associativity of the multiplication follows from

Φn+m,p • (Φn,m ⊗ Idp) = Φn+m,p • (Idn ⊗ Φm,p).

We can define an other isomorphism non longer adapted to the associative structure but adapted to the
n-ary structure. For this we consider the family of vectorial isomorphisms

Ψn,m,p : T⊗n(V )⊗ T⊗m(V )⊗ T⊗p(V )→ T⊗n+m+p(V )

satisfying {
Ψn,m+p+q,r • (Idn ⊗Ψm,p,q ⊗ Idr) = −2Ψn,m+p+q,r • (Idn+m ⊗Ψp,q,r)

= −2Ψn,m+p+q,r • (Ψn,m,p ⊗ Idq+r).

7.3 Cohomology of n-ary partially associative algebras:
A µ-complex

In [47], an Hochschild cohomology is defined when n is even. In this case the operad pAssn0 for n-ary partially
associative algebras is Koszul and this cohomology coincides with the operadic cohomology developed in [91]
and governs deformations. For n odd, this is no longer true. If fact we prove (see [107] and Chapter 8) that
the operad pAss2k+1

0 is not Koszul, then the operadic cohomology can be different from the deformations
cohomology. To define directly an Hochschild cohomology for (2p + 1)-associative algebras (that is a coho-
mology with a coboundary operator defined by a relation similar to the associative binary case), we define
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a complex whose cochains satisfy some relations linked to the multiplication µ. Thus, this cohomology is
different to the operadic cohomology. But, it corresponds to the approach of [47] in the even case.

Let V be a K-vector space. For any f ∈ Cn(V ) and g ∈ Cm(V ) we can write the Gerstenhaber product
f •n,m g as

f •n,m g =
n∑
i=1

(−1)(i−1)(m−1)f ◦i g

with
(f ◦i g)(X1 ⊗ · · · ⊗Xn+m−1) = f(X1 ⊗ · · · ⊗ g(Xi ⊗ · · ·Xi+m−1)⊗ · · · ⊗Xn+m−1).

Recall that a map µ ∈ Cn(V ) such that µ •n,n µ = 0 is a n-ary partially associative product on V . If
f ∈ Cn(V ) and g ∈ Cm(V ) we will write simply f •g instead of f •n,m g as the subscripts of the Gerstenhaber
products are clear.

Lemma 9 Let µ be an n-ary partially associative product on V and ϕ ∈ Ck(V ).
1) If n is even, then (ϕ • µ) • µ = 0.

2) If n is odd, then
(ϕ • µ) • µ =

∑
1≤p≤q−n≤k−1

(ϕ ◦p µ) ◦q µ.

Proof. We have the pre-Lie Identity ([42]):

(ϕ •k,n µ) •k+n−1,n µ− ϕ •k,2n−1 (µ •n,n µ) = (−1)(n−1)2
[ϕ •k,n µ) •k+n−1,n µ− ϕ •k,2n−1 (µ •n,n µ)].

As µ •n,n µ = 0, the previous equation reduces to

(ϕ •k,n µ) •k+n−1,n µ = (−1)(n−1)2
(ϕ •k,n µ) •k+n−1,n µ.

If n is even, it implies that (ϕ•k,nµ)•k+n−1,nµ = 0 but if n is odd, the previous identity is trivial. Computing
directly (ϕ •k,n µ) •k+n−1,n µ, we obtain the identity 2 of Lemma 9.

Consequence. Assume that n is even. Let ϕ be in Ck(V ) and consider for any i ∈ {0, · · · , n− 2} the linear
maps

δki : Ci+k(n−1)(V )→ Ci+(k+1)(n−1)(V )

given by
δki (ϕ) = (−1)k−1µ • ϕ− ϕ • µ.

It is proven in [47] that
δk+1
i ◦ δki = 0,

for any i = 0, · · · , n− 2. Then we have the following sequence

Ci(V )
δ0
i−→ Cn−1+i(V )

δ1
i−→ C2(n−1)+i(V )→

· · · → Ck(n−1)+i(V )
δki−→ Ck+1)(n−1)+i(V )→ · · ·

(7.3)

Assume now that n is odd. Lemma 9 shows that δk+1
i ◦ δki 6= 0 and (9) is not a complex. To define a

cohomology in this case, we will restrict the spaces of cochains. Let χk(V ) be the subspace of Ck(V ) given
by

χk(V ) =
{
ϕ ∈ Ck(V ), (ϕ • µ) • µ = (µ • ϕ) • µ = µ • (ϕ • µ) = 0

}
.

Pre-Lie identity applied to the triple (µ, ϕ, µ) implies

(µ • ϕ) • µ = µ • (ϕ • µ)− µ • (µ • ϕ),

and if ϕ ∈ χk(V ) we have also µ • (µ • ϕ) = 0.
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Proposition 54 Let ∂k : χk(V )→ Ck+n−1(V ) be the linear map defined by

∂kϕ = (−1)k−1µ • ϕ− ϕ • µ.

Then Im∂k ⊂ χk+n−1(V ) and
∂k+n−1 ◦ ∂k = 0.

Proof. Let ϕ be in χk(V ). Let us prove that ∂kϕ ∈ χk+n−1(V ). We have

(∂kϕ • µ) • µ = (−1)k−1((µ • ϕ) • µ) • µ− ((ϕ • µ) • µ) • µ = 0,

and
(µ • ∂kϕ) • µ = (−1)k−1(µ • (µ • ϕ)) • µ− (µ • (ϕ • µ)) • µ = 0,

finally
µ • (∂kϕ • µ) = (−1)k−1µ • ((µ • ϕ) • µ)− µ • ((ϕ • µ) • µ) = 0.

Thus ∂kϕ ∈ χk+n−1(V ). But

(∂k+n−1 ◦ ∂k)ϕ = ∂k+n−1((−1)k−1µ • ϕ− ϕ • µ)
= µ • (µ • ϕ) + (−1)kµ • (ϕ • µ) + (−1)k(µ • ϕ) • µ+ (ϕ • µ) • µ = 0,

so
∂k+n−1 ◦ ∂k = 0

which proves the result.

Consequences. Considering δji = ∂i+j(n−1) we obtain the following complexes

(χk(n−1)+i(V ), δki )k≥0

which are attached to µ. We denote by H∗i (µ, µ) the corresponding cohomology.

7.4 n-ary-product of degree 1 and graded n-ary product

In this section, we introduce the notion of graded n-ary product. This notion will be fundamental, in
the following chapter, to give a good definition of the notion of duality for operads associated with n-ary
products, n ≥ 3.

7.4.1 n-ary associative product of degree d.

To define the notion of product of degree d we recall the notion of comp-i operations of Gerstenhaber. If
µ : V ⊗n → V is a linear map, then µ ◦i µ : V ⊗2n−1 → V is the linear map defined by

µ ◦i µ(e1 ⊗ · · · ⊗ e2n−1) = µ(e1 ⊗ · · · ⊗ ei−1 ⊗ µ(ei ⊗ · · · ⊗ en+i−1)⊗ en+i ⊗ · · · ⊗ e2n−1).

Such a product is defined for i = 1, · · · , n. Then

(µ •n,n µ) =
m∑
i=1

(−1)(i−1)(m−1)µ ◦i µ.

Similar calculations may be carried out leading to:

Definition 52 An n-ary product is of degree d if we have for 1 ≤ j ≤ n,

(µ ◦j µ) ◦i µ =

 (−1)d
2
(µ ◦i µ) ◦j+n−1 µ if 1 ≤ i ≤ j − 1,

µj ◦ (µ ◦i−j+1 µ) if j ≤ i ≤ n+ j − 1,
(−1)d

2
(µ ◦i−n+1 µ) ◦j µ if i ≥ j + n.
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Definition 53 A n-product µ of degree d is called totally associative if

µ ◦1 µ = µ ◦i µ,

for i = 1, · · · , n. It is partially associative if

n∑
i=1

(−1)(i−1)(n−1)µ ◦i µ = 0.

Examples.

1. If d = 0, we find the classical totally and partially associative algebras again and µ is totally or partially
associative.

2. If n = 2 and d = 1. Then if µ is associative, it satisfies

µ ◦1 µ = µ ◦2 µ,
(µ ◦1 µ) ◦1 µ = µ ◦1 (µ ◦1 µ),
(µ ◦1 µ) ◦2 µ = µ ◦1 (µ ◦2 µ),
(µ ◦1 µ) ◦3 µ = −(µ ◦2 µ) ◦1 µ,
(µ ◦2 µ) ◦2 µ = µ ◦2 (µ ◦1 µ),
(µ ◦2 µ) ◦3 µ = µ ◦2 (µ ◦2 µ).

If we want to explain the minus sign which appears in the fourth equation, we consider (µ ◦1 µ) ◦3 µ and
(µ ◦2 µ) ◦1 µ applied to (v1 ⊗ · · · ⊗ v4) with the convention degree(vi) = 0 and the Koszul rules and we get

(µ ◦1 µ) ◦3 µ(v1 ⊗ · · · ⊗ v4) = (µ ◦1 µ)(v1 ⊗ v2 ⊗ µ(v3 ⊗ v4))
= µ(µ(v1 ⊗ v2)⊗ µ(v3 ⊗ v4)),

(µ ◦2 µ) ◦1 µ(v1 ⊗ · · · ⊗ v4) = (µ ◦2 µ)(µ(v1 ⊗ v2)⊗ v3 ⊗ v4)
= −µ(µ(v1 ⊗ v2)⊗ µ(v3 ⊗ v4))

because µ(v1 ⊗ v2) is of degree 1.

3. If n = 3, d = 1 and µ is totally associative, we have

µ ◦1 µ = µ ◦2 µ = µ ◦3 µ,

and the relations with some minus sign given by the degree are (µ ◦1 µ) ◦4 µ = −(µ ◦2 µ) ◦1 µ,
(µ ◦1 µ) ◦5 µ = −(µ ◦3 µ) ◦1 µ,
(µ ◦2 µ) ◦5 µ = −(µ ◦3 µ) ◦2 µ.

We denote by (n)tot1Ass the operad for n-ary algebras with totally associative product of degree 1. We
proved in [107] that ((n)paAss)! = (n)tot1Ass where ((n)paAss)! denotes the dual operad for the n-ary
partially associative algebras. As a consequence we deduce that the free algebra L(V ) is not Koszul.

7.4.2 Graded n-ary algebras and n-ary super-algebras

Let µ be an n-ary product on V . We assume that V is a Z-graded vector space, V = ⊕n∈ZVn.

Definition 54 The n-ary algebra (⊕n∈ZVn, µ) is a graded totally (resp. partially) associative n-ary algebra
if µ is a totally (resp. partially) associative product satisfying

µ(Vi, Vj , Vk) ⊂ Vi+j+k,

for any i, j, k ∈ Z.
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In particular V0 is an n-ary totally (resp.) partially associative subalgebra.
Remark that as in the associative case the notion of super-algebra coincides with the notion of Z-graded

algebra. In fact we can define, for example for n = 3, the notion of super-algebra by:

Definition 55 A 3-ary totally associative super-algebra is a pair (V, µ) where
1) V = ⊕i∈Z3Vi = V−1 ⊕ V0 ⊕ V1 i.e. V is Z3-graded,

2) µ(Vi, Vj , Vk) ∈ Vi+j+k(mod3), i, j, k ∈ {−1, 0, 1} ,

3) µ satisfies the super-identity
µ ◦1 µ = µ ◦2 µ = µ ◦3 µ.

We see that the super-identity is just the classical identity but for τ13-partially associative algebras, these
notions are not similar.

Definition 56 A 3-ary τ13-totally associative super-algebra is a pair (V, µ) where
1) V is Z3-graded,

2) µ(Vi, Vj , Vk) ∈ Vi+j+k(mod3), i, j, k ∈ {−1, 0, 1},

3) µ satisfies the super-identity

µ(µ(x1, x2, x3), x4, x5) = (−1)|x2|2|x3|2|x4|2µ(x1, µ(x4, x3, x2), x5) = µ(x1, x2, µ(x3, x4, x5))

where xi are homogeneous vectors of V , that is, belonging to some Vi and | x | denotes the degree of x, that
is, −1, 0 or 1.

7.4.3 An Hochschild cohomology for partially associative algebras with oper-
ation in degree one

We suppose, to simplify, that n = 3 and let (V, µ) be a partially associative 3-ary algebra with operation in
degree 1. In next chapter we will define a “natural” cohomology dicted by the structure of the corresponding
operad. In this section we explore what type of complex is associated to an “Hochschild”-coboundary
operator extended to an n-ary algebra.

Proposition 55 For any ϕ ∈ Ck(V ) we have (ϕ • µ) • µ = 0.

Lemma 10 (Graded pre-Lie identity)
Let ϕ1 be in Cn(V ), ϕ2 in Cm(A) and ϕ3 in Cp(A) of respective degree |ϕ1|, |ϕ2|, ϕ3|. They satisfy

(ϕ1 • ϕ2) • ϕ3 − ϕ1 • (ϕ2 • ϕ3) = (−1)(m−1)(p−1)(−1)|ϕ2||ϕ3|((ϕ1 • ϕ3) • ϕ2 − ϕ1 • (ϕ3 • ϕ2))

We deduce, if ϕ ∈ Ck(V ),
(ϕ • µ) • µ = (−1)((ϕ • µ) • µ)

and (ϕ • µ) • µ = 0.

Consequence. Let
δ : Cn(V ) −→ Cn+2(A)

be the 1 degree operation defined by

δϕ = µ • ϕ− (−1)|ϕ|ϕ • µ

where |ϕ| is the degree of ϕ. The graded pre-Lie identity gives

(µ • µ) • ϕ− µ • (µ • ϕ) = (−1)|ϕ|((µ • ϕ) • µ− µ • (ϕ • µ)).

This implies
δ(δϕ) = 0
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Proposition 56 The operator δ : Cn(V ) −→ Cn+2(V ) defined by

δϕ = µ • ϕ− (−1)|ϕ|ϕ • µ

satisfies
δ(δϕ) = 0.

Then we obtain a complex
(C2k+1(V ), δ)k≥1

whose coboundary operator satisfies a Hochschild condition. Nevertheless, remark that the cochains spaces
depend of µ and, if n is odd, we can not define “universal” spaces of cochains. Thus for a cohomological
theory we have to consider another approach (see Chapter 8).

7.5 Extension of the notion of coassociative algebras for n-ary
algebras

For n = 2, we have that 2-ary partially associative algebras are just associative algebras and we can define
coassociative coalgebras with the well known relations between these two structures. In fact, the dual space
of a coassociative algebra can be provided with a structure of associative algebra, the dual space of a finite
dimensional associative algebra can be provided with a structure of coassociative coalgebra structure and
also, if (A,µ) is an associative algebra and (M,∆) a coassociative coalgebra, the space Hom(M,A) can be
provided with an associative algebra structure. All these notions can be extended to n-ary algebras.
An n-ary partially associative algebra has a product µ satisfying:

n−1∑
p=0

(−1)p(n−1)µ ◦ (Idp ⊗ µ⊗ Idn−1−p) = 0.

Then we get the definition of partially coassociative n-ary coalgebra.

Definition 57 An n-ary comultiplication on a K-vector space M is a map

∆ : M →M⊗n.

An n-ary partially coassociative coalgebra is a K-vector space M provided with an n-ary comultiplication ∆
satisfying

n−1∑
p=0

(−1)p(n−1)(Idp ⊗∆⊗ Idn−1−p) ◦∆ = 0.

An n-ary totally coassociative coalgebra is a K-vector space M provided with an n-ary comultiplication ∆
satisfying

(Idp ⊗∆⊗ Idn−1−p) ◦∆ = (∆⊗ Idn−1) ◦∆,

for any p ∈ {0, · · · , n− 1}.

If (A, µ) is an n-ary algebra and (M,∆) an n-ary coalgebra we denote by

A(µ) =
n−1∑
p=0

(−1)p(n−1)µ ◦ (Idp ⊗ µ⊗ Idn−1−p),

Ã(∆) =
n−1∑
p=0

(−1)p(n−1)(Idp ⊗∆⊗ Idn−1−p) ◦∆.

Then an n-ary algebra (A, µ) is partially associative if and only if A(µ) = 0 and an n-ary coalgebra (M,∆)
is partially associative if and only if Ã(∆) = 0.
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For any natural number k and any K-vector spaces E and F , we denote by

λk : Hom(E,F )⊗k −→ Hom(E⊗k, F⊗k)

the natural embedding

λk(f1 ⊗ · · · ⊗ fk)(x1 ⊗ · · · ⊗ xk) = f1(x1)⊗ · · · ⊗ fk(xk).

Proposition 57 The dual space of an n-ary partially coassociative coalgebra is provided with a structure of
n-ary partially associative algebra.

Proof. Let (M,∆) be an n-ary partially coassociative coalgebra. We consider the multiplication on the dual
vector space M∗ of M defined by :

µ = ∆∗ ◦ λn.

It provides M∗ with an n-ary partially associative algebra structure. In fact we have

µ(f1 ⊗ f2 ⊗ · · · ⊗ fn) = µK ◦ λn(f1 ⊗ f2 ⊗ · · · ⊗ fn) ◦∆ (7.4)

for all f1, · · · , fn ∈M∗ and µK is the multiplication in K. Equation (7.4) becomes:

µ ◦ (Idp ⊗ µ⊗ Idn−1−p)(f1 ⊗ f2 ⊗ · · · ⊗ f2n−1)
= µK ◦ (λn(f1 ⊗ · · · ⊗ fp ⊗ µ(fp+1 ⊗ · · · ⊗ fp+n)⊗ fp+n+1 ⊗ · · · ⊗ f2n−1)) ◦∆

= µK ◦ λn(f1 ⊗ · · · ⊗ fp ⊗ (µK ◦ λn(fp+1 ⊗ · · · ⊗ fp+n) ◦∆)⊗ fp+n+1 ⊗ · · · ⊗ f2n−1) ◦∆

= µK ◦ (Idp ⊗ µK ⊗ Idn−1−p) ◦ λ2n−1(f1 ⊗ · · · ⊗ f2n−1) ◦ (Idp ⊗∆⊗ Idn−1−p) ◦∆.

Using associativity and commutativity of the multiplication in K, we obtain

∀p ∈ {0, · · · , n− 1}, µK ◦ (Idp ⊗ µK ⊗ Idn−1−p) = µK ◦ (µK ⊗ Idn−1),

so

n−1∑
p=0

(−1)p(n−1)µ ◦ (Idp ⊗ µ⊗ Idn−1−p)

= µK ◦ (µK ⊗ Idn−1) ◦ λ2n−1(f1 ⊗ · · · ⊗ f2n−1) ◦
n−1∑
p=0

(−1)p(n−1)(Idp ⊗∆⊗ Idn−1−p) ◦∆ = 0

and (M∗, µ) is an n-ary partially associative algebra. �

Proposition 58 The dual vector space of a finite dimensional n-ary partially associative algebra has an
n-ary partially associative coalgebra structure.

Proof. Let A be a finite dimensional n-ary partially associative algebra and let {ei}i=1,··· ,n be a basis of A.
If {fi} is the dual basis then {fi1 ⊗ · · · ⊗ fin} is a basis of (A∗)⊗n. We define a coproduct ∆ on A∗ by

∆(f) =
∑

i1,··· ,in

f(µ(ei1 ⊗ · · · ⊗ ein))fi1 ⊗ · · · ⊗ fin .

In particular
∆(fk) =

∑
i1,··· ,in

Cki1··· ,infi1 ⊗ · · · ⊗ fin

where Cki1··· ,in are the structure constants of µ related to the basis {ei}. Then ∆ is a comultiplication of an
n-ary partially coassociative coalgebra. �
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Now we study the convolution product. Let us recall that if (A, µ) is associative K-algebra and (M,∆) a
coassociative K-coalgebra then the convolution product

f ? g = µ ◦ λ2(f ⊗ g) ◦∆

provides Hom(M,A) with an associative algebra structure. This result can be extended to the n-ary partially
associative algebras and partially coassociative coalgebras.

Proposition 59 Let (A, µ) be an n-ary partially associative algebra and (M,∆) an n-ary totally coalgebra.
Then the algebra (Hom(M,A), ?) is an n-ary partially associative algebra where ? is the convolution product:

f1 ? f2 ? · · · ? fn = µ ◦ λn(f1 ⊗ f2 ⊗ · · · ⊗ fn) ◦∆.

Proof. Let us compute the convolution product of functions of Hom(M,A). We have for any i = 1, · · · , n

f1 ? · · · ? fi−1 ? (fi ? fi+1 ? · · · ? fi+n−1) ? fi+n ? · · · ? f2n−1

= µ ◦ λn(f1 ⊗ f2 ⊗ · · · ⊗ fi−1 ⊗ (fi ? · · · ? fi+n−1)⊗ fi+n ⊗ · · · ⊗ fn) ◦ ∆

= µ ◦ λn(f1 ⊗ · · · fi−1 ⊗ (µ ◦ λn(fi ⊗ · · · ⊗ fi+n−1) ◦∆)⊗ fi+n ⊗ f2n−1) ◦ ∆

= µ ◦ (Idi−1 ⊗ µ⊗ Idn−i) ◦ λ2n−1(f1 ⊗ f2 ⊗ · · · ⊗ f2n−1) ◦ (Idi−1 ⊗∆⊗ Idn−i) ◦ ∆.

Since ∆ is an n-ary totally associative product, we have

A(?)(f1 ⊗ · · · ⊗ f2n−1)

=
n−1∑
p=0

(−1)p(n−1)µ ◦ (Idp ⊗ µ⊗ Idn−1−p) ◦ λ2n−1(f1 ⊗ · · · ⊗ f2n−1) ◦ (Idp ⊗∆⊗ Idn−1−p) ◦∆

=

n−1∑
p=0

(−1)p(n−1)µ ◦ (Idp ⊗ µ⊗ Idn−1−p)

 ◦ λ2n−1(f1 ⊗ · · · ⊗ f2n−1) ◦ (∆⊗ Idn−1) ◦∆ = 0,

which proves the result.

7.6 Some examples of n-ary algebras

1. Let g be a Lie algebra. The associator related to the Lie bracket is

A(X,Y, Z) = [[X,Y ], Z]− [X, [Y,Z]] = [[X,Z], Y ].

If g is a 4-step nilpotent Lie algebra the multiplication µ(X,Y, Z) = A(X,Y, Z) is 3-ary of type •3,3.

2. Let µ an n-ary multiplication of type •n,n on a vector space V. This multiplication is commutative if,
for any vi ∈ V , ∑

σ∈Sn

ε(σ)µ(vσ(1), . . . , vσ(n)) = 0,

where Sn is the symmetric group on n-elements and ε(σ) is the signature of the element σ of Sn. The 3-
ary algebras of the previous examples are commutative. A non-commutative version is based on the Roby
algebras. A Roby algebra is constructed in the following way: let V be a vector space and T (V ) its
associated tensor algebra. For any integer k, we consider the ideal I(V, k) of T (V ) generated by the products
of symmetric tensors of length k. The exterior algebra of order k, or Roby algebra of order k, is by definition

Λ(V, k) = T (V )/I(V, k).
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For k = 2 we get the usual exterior algebra. For k = 3, the ideal I(V, 3) is generated by tensors of type
v1 ⊗ v2 ⊗ v3 + v2 ⊗ v1 ⊗ v3 + v3 ⊗ v2 ⊗ v1 + v1 ⊗ v3 ⊗ v2 + v2 ⊗ v3 ⊗ v1 + v3 ⊗ v1 ⊗ v2,

v⊗
2

1 ⊗ v2 + v2 ⊗ v⊗
2

1 ,

v1 ⊗ v⊗
2

2 + v⊗
2

2 ⊗ v1,

with distinct vectors v1, v2, v3. If µ is the multiplication in Λ(V, 3), it satisfies{
µ(v1, v2, v3) + µ(v2, v1, v3) + µ(v3, v2, v1) + µ(v1, v3, v2) + µ(v2, v3, v1) + µ(v3, v1, v2) = 0
µ(v1, v1, v2) + µ(v2, v1, v1) = 0.

with distinct vectors v1, v2, v3. We deduce µ(v1, v1, v1) = 0. If we claim now that µ is a multiplication of
type •3,3, such an algebra is its exterior version.

3. A Poisson algebra of type •3,3 can be defined as a commutative algebra (V, µ) of type •3,3 with a Lie
bracket satisfying

[µ(X,Y, Z), T ] = µ([X,T ], Y, Z) + µ(X, [Y, T ], Z) + µ(X,Y, [Z, T ]),

for any X,Y, Z, T ∈ V. If V is a Z2-graded vector space, we consider on V = V0 ⊕ V1 a graded Lie bracket
which provides V with a super Lie algebra structure. Thus this bracket satisfies [X1, X2] = −[X2, X1],

[X1, Y2] = −[Y2, X1],
[Y1, Y2] = [Y2, Y1],

for any X1, X2 ∈ V0 and Y1, Y2 ∈ V1. It also satisfies the graded Jacobi identity. A super-algebra Poisson
structure of type •3,3 on V = V0 ⊕ V1 is given by a multiplication µ of type •3,3 and a graded Lie bracket
satisfying

[µ(X,Y, Z), T ] = µ([X,T ], Y, Z) + µ(X, [Y, T ], Z) + µ(X,Y, [Z, T ])

An example is given by the F -algebras defined in [105] which are some generalization of the super-algebra
associated to the super-symmetry. In fact such algebra (for F = 3) is defined on a graded Lie algebra
(V = V0 ⊕ V1, [, ]) provided with a commutative multiplication of type •3,3, denoted { , , } in this case, and
satisfying

{Vi, Vj , Vk} = 0

as soon as (i, j, k) 6= (1, 1, 1),
{V1, V1, V1} ⊆ V0,

and the graded Leibniz relations

[X, {Y1, Y2, Y3}] = {[X,Y1], Y2, Y3}+ {Y1, [X,Y2], Y3}+ {Y1, Y2, [X,Y3]},

for any X ∈ V0 et Y1, Y2, Y3 ∈ V1,

[Y, {Y1, Y2, Y3}] + [Y1, {Y2, Y3, Y }] + [Y2, {Y3, Y, Y2}] + [Y3, {Y, Y1, Y2}] = 0,

for any Y, Y1, Y2, Y3 ∈ V1.

Now we will define a ternary and more generally a (2k + 1)-ary product on the vector space T pq (E) of
tensors of type (p, q) which are contravariant of order p, covariant of order q and have total order (p + q).
This product is totally associative up to a permutation sk of order k (we call this property a sk-totally
associativity). When p = 2 and q = 1, we obtain a (2k + 1)-ary product on the space of bilinear maps on
E with values on E, which is identified with the cubic matrices. If we call a l-matrix a square tableau with
l × · · · × l entrances (if l = 3 we have the cubic matrices and we speak about hypercubic matrices when
l > 3), then the (2k+ 1)-ary product on T pq (E) gives a (2k+ 1)-product on the space of (p+ q)-matrices. We
describe also all these products which are sk-totally associative. We compute the corresponding quadratic
operads and their dual in Chapter 8.
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7.7 Definition of n-ary σ-partially and σ-totally associative alge-
bras

Definition 58 For a permutation σ in Σn define a linear map

ΦVσ : V ⊗
n

→ V ⊗
n

by
ΦVσ (ei1 ⊗ · · · ⊗ ein) = eiσ−1(1)

⊗ · · · ⊗ eiσ−1(n)
.

An n-ary algebra (V, µ) is σ-partially associative if

n−1∑
p=0

(−1)p(n−1)(−1)ε(σ
p)µ ◦ (Ip ⊗ (µ ◦ ΦVσp)⊗ In−p−1) = 0, (7.5)

and σ-totally associative if

µ ◦ (µ⊗ In−1) = µ ◦ (Ip ⊗ (µ ◦ ΦVσp)⊗ In−p−1), (7.6)

for all p = 0, · · · , n− 1.

Example. If n = 3 and σ = τ12 is the transposition exchanging 1 and 2 then a τ12-totally associative algebra
satisfies

µ(µ(e1, e2, e3), e4, e5) = µ(e1, µ(e3, e2, e4), e5) = µ(e1, e2(µ(e3, e4, e5)),

and a τ12-partially associative algebra satisfies

µ(µ(e1, e2, e3), e4, e5)− µ(e1, µ(e3, e2, e4), e5) + µ(e1, e2(µ(e3, e4, e5)) = 0.

7.8 A (2k + 1)-ary product on the vector space of tensors T 2
1 (E)

7.8.1 The tensor space T 2
1 (E)

Let E be a finite dimensional vector space over a field K of characteristic 0. We denote by T 2
1 (E) = E⊗E⊗E∗

the space of tensors covariant of order 1 and contravariant of order 2. The space T 2
1 (E) is identified with the

space of linear maps
L(E ⊗ E,E) = {ϕ : E ⊗ E → E linear} .

Let {e1, · · · , en} be a fixed basis of E. The structure constants
{
Ckij
}
i,j,k∈{1,··· ,n} of ϕ ∈ T 2

1 (E) are defined
by

ϕ(ei ⊗ ej) =
n∑
k=1

Ckijek.

Definition 59 The dual map of ϕ ∈ T 2
1 (E) is the tensor ϕ̃ ∈ T 1

2 (E) defined by

ϕ̃ : E → E ⊗ E
ek 7→

∑
1≤i,j≤n

Ckijei ⊗ ej .

In this definition, we identify T 1
2 (E) with L(E,E⊗E). If ϕ is considered as a multiplication on E, then ϕ̃ is

a coproduct. For example, if ϕ is an associative product then ϕ̃ is the corresponding coassociative coproduct
(often denoted by ∆).
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7.8.2 Definition of a 3-ary product on T 2
1 (E)

Let ϕ1, ϕ2, ϕ3 be in T 2
1 (E). We define a 3-ary product µ by

µ(ϕ1, ϕ2, ϕ3) = ϕ1 ◦ ϕ̃2 ◦ ϕ3. (7.7)

Since ϕ̃2 is a linear map from E to E ⊗E, then ϕ1 ◦ ϕ̃2 ◦ ϕ3 ∈ T 2
1 (E) and µ is well defined. Let us compute

its structure constants. We denote by {Ckij(l)}i,j,k∈{1,··· ,n} the structure constants of ϕl (l = 1, 2, 3).

µ(ϕ1, ϕ2, ϕ3)(ei ⊗ ej) = ϕ1 ◦ ϕ̃2 ◦ ϕ3(ei ⊗ ej)

=
n∑
k=1

Ckij(3)ϕ1 ◦ ϕ̃2(ek)

=
n∑
k=1

∑
1≤l,m≤n

Ckij(3)Cklm(2)ϕ1(el ⊗ em)

=
n∑
t=1

n∑
k=1

∑
1≤l,m≤n

Ckij(3)Cklm(2)Ctlm(1)et.

Thus if µ(ϕ1, ϕ2, ϕ3)(ei ⊗ ej) =
n∑
t=1

Atij(1, 2, 3)et we get

Atij(1, 2, 3) =
∑

1≤k,l,m≤n

Ckij(3)Cklm(2)Ctlm(1).

Proposition 60 The 3-ary product in T 2
1 (E) given by

µ(ϕ1, ϕ2, ϕ3) = ϕ1 ◦ ϕ̃2 ◦ ϕ3

satisfies
µ(µ(ϕ1, ϕ2, ϕ3), ϕ4, ϕ5) = µ(ϕ1, µ(ϕ4, ϕ3, ϕ2), ϕ5)

= µ(ϕ1, ϕ2, µ(ϕ3, ϕ4, ϕ5)),

that is, this product is τ13-totally associative.

Proof. We have

µ(µ(ϕ1, ϕ2, ϕ3), ϕ4, ϕ5)(ei ⊗ ej) = (ϕ1 ◦ ϕ̃2 ◦ ϕ3) ◦ ϕ̃4 ◦ ϕ5(ei ⊗ ej)

=
∑
t

∑
k,l,m

Ckij(5)Cklm(4)Atlm(1, 2, 3)

 et
=
∑
t

∑
k,l,m

∑
u,r,s

(
Ckij(5)Cklm(4)Culm(3)Curs(2)Ctrs(1)

) et.
Thus, for any i, j, t ∈ {1, · · · , n}, the structure constant Atij((1, 2, 3), 4, 5) of this tensor is

Atij((1, 2, 3), 4, 5) =
∑

1≤
k, l,m
u, r, s

≤n

Ckij(5)Cklm(4)Culm(3)Curs(2)Ctrs(1).

Similarly

µ(ϕ1, ϕ2, µ(ϕ3, ϕ4, ϕ5))(ei ⊗ ej) = ϕ1 ◦ ϕ̃2 ◦ (ϕ3 ◦ ϕ̃4 ◦ ϕ5)(ei ⊗ ej)

=
∑
t

[∑
u,r,s

Auij(3, 4, 5)Curs(2)Ctrs(1)

]
et

=
∑
t

∑
u,r,s

∑
k,l,m

Ckij(5)Cklm(4)Culm(3)

Curs(2)Ctrs(1)

 et.
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Thus
Atij(1, 2, (3, 4, 5)) =

∑
k, l,m
u, r, s

Ckij(5)Cklm(4)Culm(3)Curs(2)Ctrs(1),

and
Atij(1, 2, (3, 4, 5)) = Atij((1, 2, 3), 4, 5).

We also have

µ(ϕ1, µ(ϕ2, ϕ3, ϕ4), ϕ5)(ei ⊗ ej) = ϕ1 ◦ ( ˜ϕ2 ◦ ϕ̃3 ◦ ϕ4) ◦ ϕ5(ei ⊗ ej)

=
∑
t

∑
k,l,m

Ckij(5)Aklm(2, 3, 4)Ctlm(1)

 et
=
∑
t

∑
k,l,m

∑
u,r,s

Ckij(5)Culm(4)Curs(3)Ckrs(2)Ctlm(1)

 et,
and

Atij(1, (2, 3, 4), 5) =
∑
k, l,m
u, r, s

Ckij(5)Culm(4)Curs(3)Ckrs(2)Ctlm(1).

This shows that
Atij((1, 2, 3), 4, 5) = Atij(1, (4, 3, 2), 5).

Remarks.
1. We can define in this way other non equivalent products by: µ2(ϕ1, ϕ2, ϕ3) = ϕ3 ◦ ϕ̃2 ◦ ϕ1,

µ3(ϕ1, ϕ2, ϕ3) = ϕ1 ◦ ϕ̃2 ◦ tϕ3,
µ4(ϕ1, ϕ2, ϕ3) = ϕ3 ◦ ϕ̃2 ◦ tϕ1,

where tϕ(ei ⊗ ej) = ϕ(ej ⊗ ei).
2. If we identify a tensor ϕ with its structure constants

{
Ckij
}
i,j,k∈{1,··· ,n} and if we consider the family{

Ckij
}
i,j,k∈{1,··· ,n} as a cubic matrix {Cijk}i,j,k∈{1,··· ,n} with 3-indexed entries, the product µ on T 2

1 (E) gives
a 3-ary product on the cubic matrices. This last product has been studied in [1].

7.8.3 A (2k + 1)-ary product on T 2
1 (E)

Let ϕ1, · · · , ϕ2k+1 be in T 2
1 (E). We define a (2k + 1)-ary product µ2k+1 on T 2

1 (E) putting

µ2k+1(ϕ1, · · · , ϕ2k+1) = ϕ1 ◦ ϕ̃2 ◦ · · · ◦ ϕ2k−1 ◦ ϕ̃2k ◦ ϕ2k+1.

Let sk be the permutation of Σ2k+1 defined by

sk(1, 2, · · · , 2k + 1) = (2k + 1, 2k, · · · , 2, 1),

that is, sk = τ1 2k+1 ◦ τ2 2k ◦ · · · ◦ τk−1 k+3 ◦ τk k+2 = Πk
i=1τi 2k+2−i. It satisfies (sk)2p = Id and (sk)2p+1 = sk

for any p (it is a symmetry).
Recall that the (2k + 1)-ary product µ2k+1 is a sk-totally associative product if

µ2k+1 ◦ (µ2k+1 ⊗ I2k) = µ2k+1 ◦ (Ip ⊗ (µ2k+1 ◦ Φspk)⊗ I2k−p),

for p = 1, · · · , 2k. In particular, we have

µ2k+1 ◦ (µ2k+1 ⊗ I2k) = µ2k+1 ◦ (I2q ⊗ µ2k+1 ⊗ I2k−2q),

for any q = 1, · · · , k.
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Proposition 61 The product µ2k+1 is sk-totally associative.

Proof. In fact if we put

µ2k+1(ϕ1, · · · , ϕ2k+1)(ei ⊗ ej) =
∑
t

Atij(1, 2, · · · , 2k + 1)et,

then Atij(1, 2, · · · , 2k + 1) =∑
a1, · · · , a2k

k1, · · · , kk

Ck1
ij (2k + 1)Ck1

a1a2
(2k)Ck2

a1a2
(2k − 1) · · ·Ckka2k−1a2k

(2)Cta2k−1a2k
(1).

More precisely the line of superscripts is

(k1, k1, k2, k2, · · · , kk, kk, t),

and the line of subscripts is

((i, j), (a1, a2), (a1, a2), (a3, a4), (a3, a4), · · · , (a2k−1, a2k), (a2k−1, a2k)).

Let us consider

µ2k+1 ◦ (Il ⊗ (µ2k+1 ◦ Φslk)⊗ I2k−l)(ϕ1, · · · , ϕ4k+1)(ei ⊗ ej) =
∑

Btijet.

Thus for l = 2r, we get

Btij =
∑
Ck1
ij (4k + 1)Ck1

a1a2
(4k)Ck2

a1a2
(4k − 1) · · ·Ckk−ra2k−2r−1a2k−2r (2k + l + 2)

A
kk−r+1
a2k−2r−1a2k−2r (l + 1, · · · , 2k + l + 1)Ckk−r+1

a2k−2r+1a2k−2r+2(l) · · ·Cta4k−1a4k
(1),

such that the line of superscripts is

(k1, k1, k2, k2, · · · , kk−r, h1, h1, · · · , hk, hk, kk−r+1, kk−r+1, · · · , kk, kk, t),

where the terms h1, · · · , hk, kk−r+1 correspond to the factor

Akk−r+1
a2k−2r−1a2k−2r

(l + 1, · · · , 2k + l + 1).

Such a line is the same as the line of superscripts of

µ2k+1 ◦ (µ2k+1 ⊗ I2k)(ϕ1, · · · , ϕ4k+1)(ei ⊗ ej).

The line of subscripts is

((i, j), (a1, a2), (a1, a2), · · · , (a2k−2r−1, a2k−2r), (a2k−2r−1, a2k−2r), (β1β2), · · · ,
(β2k−1, β2k), (a2k−2r−1, a2k−2r), · · · , (a4k−1, a4k)).

So
µ2k+1 ◦ (µ2k+1 ⊗ I2k) = µ2k+1 ◦ (Il ⊗ (µ2k+1 ◦ Φslk)⊗ I2k−l),

for l = 2r. Assume now that l = 2r + 1. In this case Btij is of the form

· · ·Ckk−r+1
a2k−2r−1a2k−2r

(2k + l + 2)Akk−r+1
a2k−2r+1a2k−2r+2

(2k + l + 1,· · ·, l + 1)Ckk−r+1
a2k−2r+1a2k−2r+2

(l) · · ·

We find the same list of exponents and of indices that for µ2k+1 ◦ (µ2k+1 ⊗ I2k). This finishes the proof.

Consequence 1. The product µ2k+1 on T 2
1 (E) induces directly a (2k+ 1)-ary products on cubic matrices.

Consequence 2. All the other products which are sk-totally associative correspond to
µ2

2k+1(ϕ1, · · · , ϕ2k+1) = ϕ2k+1 ◦ ϕ̃2k ◦ · · · ϕ̃2 ◦ ϕ1,
µ3

2k+1(ϕ1, · · · , ϕ2k+1) = µ2k+1( tϕ1, ϕ2, · · · , ϕ2k+1),
µ4

2k+1(ϕ1, · · · , ϕ2k+1) = µ2
2k+1(ϕ1, · · · , ϕ2k,

tϕ2k+1).

and more generally
µ2k+1( tϕ1, ϕ2,

t ϕ3, · · · , ϕ2k+1)
or

µ2k+1( tϕ1, ϕ2,
t ϕ3, · · · , ϕ2k+1).
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7.9 Generalization: a (2k + 1)-ary product on T pq (E)

7.9.1 The vector space T pq (E)

Let E be an m-dimensional K-vector space. The vector space T pq (E) is the space of tensors which are
contravariant of order p and covariant of order q. If {e1, · · · , em} is a fixed basis of E, a tensor t of T pq (E) is
written

t =
∑

1 ≤ ik, jl ≤ n
1 ≤ k ≤ p
1 ≤ l ≤ q

t
j1,··· ,jq
i1,··· ,ip ei1 ⊗ · · · ⊗ eip ⊗ e

j1 ⊗ · · · ⊗ ejq

where (e1, · · · , em) is the dual basis of (e1, · · · , em). Since

T pq (E) = T p0 (E)⊗ T 0
q (E),

the tensor space

T (E) =
∞∑

p,q=0

T pq (E)

is an associative algebra with product

T pq (E)× T lm(E) → T p+lq+m(E)
(K,L) 7→ K ⊗ L .

But this product is not internal on each component T pq (E). In this section we will define internal (2p − 1)-
ary-product on the components.

The vector space T pq (E) is isomorphic to the space L(E⊗p, E⊗q) of linear maps

t : E⊗
p

→ E⊗
q

.

We define the structure constants by

t(ei1 ⊗ · · · ⊗ eip) =
∑

C
j1 ··· jq
i1 ··· ip ej1 ⊗ · · · ⊗ ejq .

For such a map we define t̃ by

t̃ : E⊗
q → E⊗

p

(ej1 ⊗ · · · ⊗ ejq ) 7→
∑
C
j1 ··· jq
i1 ··· ip ei1 ⊗ · · · ⊗ eip .

7.9.2 A (2k + 1)-ary product on T pq (E)

Definition 60 The map µ defined by:

µ(ϕ1, · · · , ϕ2k+1) = ϕ2k+1 ◦ ϕ̃2k ◦ ϕ2k−1 ◦ · · · ◦ ϕ̃2 ◦ ϕ1, (7.8)

for any ϕ1, · · · , ϕ2k+1 ∈ T sr (E) is a (2k + 1)-ary product on T sr (E).

We take an odd number of maps ϕi so we get compositions of

ϕ̃j+1 ◦ ϕj : E⊗
p

→ E⊗
p

for j = 1, · · · , 2k − 1 and finally compose it with ϕ2k−1 : E⊗
p → E⊗

q

so µ is well defined.

Proposition 62 The (2k + 1)-ary product µ on T pq (E) defined by (7.8) is sk-totally associative.
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Proof. The proof is similar to the proof of Proposition 76 concerning an (2k + 1)-ary product on T 2
1 (E). In

fact we have
µ(ϕ1, · · · , ϕ2p+1)(ei1 ⊗ · · · ⊗ eip) =

∑
A
r1···rq
i1···ip er1 ⊗ · · · ⊗ erq ,

and
A
r1···rq
i1···ip = C

j1···jq
i1···ip (2k + 1)Cj1···jql1···lp (2k)Cm1···mq

l1···lp (2k − 1) · · ·Cr1···rqs1···sp (1),

that is, the line of superscripts is

(j1 · · · jq)(j1 · · · jq)(m1 · · ·mq)(m1 · · ·mq) · · · (n1 · · ·nq)(n1 · · ·nq)(r1 · · · rq),

and the line of subscripts is

(i1 · · · ip)(l1 · · · lp)(l1 · · · lp) · · · (s1 · · · sp)(s1 · · · sp).

Using the same arguments as in Proposition 76, replacing pairs by p-uples and q-uples, we obtain the
announced result.

Remark. We can use the same trick as in Consequence 2 to find other sk-totally associative products on
T pq (E).

Applications. This product can be translated as a product of “hypercubic matrices”, that is, square
tableaux of length p+ q. This generalizes in a natural way the classical associative product of matrices.

7.10 Current (2k + 1)-ary sk-totally associative algebras

The problem is to find a category of (2k + 1)-ary algebras such that its tensor product with a (2k + 1)-ary
sk-totally associative algebra gives a (2k+ 1)-ary sk-totally associative algebra with an obvious operation on
the tensor product. Such a tensor product will be called current (2k + 1)-ary sk-totally associative algebra.
We first focus on the ternary case and s1 = τ13.

Let (V, µ) be a 3-ary algebra where µ is a τ13-totally associative product on V (for example V = T 2
1 (E)

and µ is defined by (7.7) ) so µ satisfies Equation (7.6) for σ = τ13, that is,

µ(µ(e1, e2, e3), e4, e5) = µ(e1, µ(e4, e3, e2), e5) = µ(e1, e2(µ(e3, e4, e5)),

for any e1, e2, e3 in V. Let (W, µ̃) be a 3-ary algebra. Then the tensor algebra (V ⊗W,µ⊗ µ̃) is a 3-ary
τ13-totally associative algebra if and only if the map µ⊗ µ̃ define by

(µ⊗ µ̃)(v1 ⊗ w1 ⊗ v2 ⊗ w2 ⊗ v3 ⊗ w3) = µ(v1, v2, v3)⊗ µ̃(w1, w2, w3)

satisfies the τ13-totally associativity relation. But (µ⊗ µ̃) ◦ (µ⊗ µ̃⊗ I4) = µ ◦ (µ⊗ I2)⊗ µ̃ ◦ (µ̃⊗ I2),
(µ⊗ µ̃)◦(I2 ⊗ (µ⊗ µ̃)◦ΦV⊗Wτ13

⊗I2) = µ◦(I ⊗ µ◦ΦVτ13
⊗ I)⊗ µ̃◦(I ⊗ µ̃◦ΦWτ13

⊗ I),
(µ⊗ µ̃) ◦ (I4 ⊗ µ⊗ µ̃) = µ ◦ (I2 ⊗ µ)⊗ µ̃ ◦ (I2 ⊗ µ̃),

so (µ⊗ µ̃) ◦ (µ⊗ µ̃⊗ I4)− (µ⊗ µ̃) ◦ (I4 ⊗ µ⊗ µ̃) = 0 is equivalent to

µ ◦ (µ⊗ I2)⊗ µ̃ ◦ (µ̃⊗ I2)− µ ◦ (I2 ⊗ µ)⊗ µ̃ ◦ (I2 ⊗ µ̃) = 0. (7.9)

But µ ◦ (µ⊗ I2) = µ ◦ (I2 ⊗ µ). Thus Equation (7.9) is equivalent to

µ ◦ (µ⊗ I2)⊗ [µ̃ ◦ (µ̃⊗ I2)− µ̃ ◦ (I2 ⊗ µ̃)] = 0,

and
µ̃ ◦ (µ̃⊗ I2) = µ̃ ◦ (I2 ⊗ µ̃).



7.10. CURRENT (2K + 1)-ARY SK-TOTALLY ASSOCIATIVE ALGEBRAS 107

Similarly
(µ⊗ µ̃) ◦ (µ⊗ µ̃⊗ I4)− (µ⊗ µ̃) ◦ (I2 ⊗ (µ⊗ µ̃) ◦ ΦV⊗Wτ13

⊗ I2)
= µ ◦ (µ⊗ I2)⊗

[
µ̃ ◦ (µ̃⊗ I2)− µ̃ ◦ (I ⊗ µ̃ ◦ ΦWτ13

⊗ I)
]

= 0,

which leads to
µ̃ ◦ (µ̃⊗ I2) = µ̃ ◦ (I ⊗ µ̃ ◦ ΦWτ13

⊗ I).

So µ⊗ µ̃ is τ13-totally associative if and only if µ̃ is τ13-totally associative.

Proposition 63 Let (V, µ) be a 3-ary τ13-totally associative algebra and (W, µ̃) be a 3-ary algebra. Then
(V ⊗W,µ⊗ µ̃) is a 3-ary τ13-totally associative algebra if and only if (W, µ̃) is also of this type.

This result can be extended for (2k + 1)-ary sk-totally associative algebras.

Proposition 64 Let (V, µ) be a (2k + 1)-ary sk-totally associative algebra and (W, µ̃) be a (2k + 1)-ary
algebra. Then (V ⊗W,µ⊗ µ̃) is a (2k + 1)-ary sk-totally associative algebra if and only if (W, µ̃) is also of
this type.

Proof. The product µ is a (2k + 1)-ary sk-totally associative product, so it satisfies

µ ◦ (µ⊗ I2k) = µ ◦ (I2q ⊗ µ⊗ I2k−2q)
= µ ◦ (I2q+1 ⊗ µ ◦ ΦV

sqk
⊗ I2k−2q−1),

for any q = 0, · · · , k. The system

(µ⊗ µ̃) ◦ ((µ⊗ µ̃)⊗ I4k)− (µ⊗ µ̃) ◦ (I4q ⊗ (µ⊗ µ̃) ◦ ΦV⊗W
sqk

⊗ I4k−2q)
= µ ◦ (µ⊗ I2k)⊗ µ̃ ◦ (µ̃⊗ I2k)
−µ ◦ (Iq ⊗ µ ◦ ΦV

sqk
⊗ I2k−q)⊗ µ̃ ◦ (Iq ⊗ µ̃ ◦ ΦW

sqk
⊗ I2k−q)

= 0,

for any q = 0, · · · , k is equivalent to

µ ◦ (µ⊗ I2k)⊗
[
µ̃ ◦ (µ̃⊗ I2k)− µ̃ ◦ (Iq ⊗ µ̃ ◦ ΦW

sqk
⊗ I2k−q)

]
= 0,

for any q = 0, · · · , k. Then µ⊗ µ̃ is (2k + 1)-ary sk-totally associative if and only if

µ̃ ◦ (µ̃⊗ I2k)− µ̃ ◦ (Iq ⊗ µ̃ ◦ ΦW
sqk
⊗ I2k−q) = 0

for any q = 0, · · · , k, that is, µ̃ is a (2k + 1)-ary sk-totally associative product.
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Chapter 8

(Non-)Koszulity of operads for n-ary
algebras

The aim of this chapter is to write correctly and explicitly the definition of the quadratic dual of a quadratic
operad and to apply this definition to the case of the corresponding multiplication algebra being an n-ary
product. In fact, in many works concerning such a product, the definition of the duality is a direct extension
of the definition of the duality for binary products. But in the case of binary product, the definition of
duality can be simplified, forgetting for example all the degree of the binary maps because these degree are
even and they have no influence in the computations. Unfortunately, the definition of the duality for n-ary
multiplication has been done by a simple extension of the simplified definition. This implies some mistakes
in the computation of the dual operads and, in particular, on homological properties of the associated free
algebras. Then, at first, we replace the definition of the duality in the graded complex framework. We define
four families of n-ary algebras namely tAssnd which are totally associative n-ary algebras with an operation of
degree d, pAssnd , partially associative n-ary algebras with operation in degree d and t̃Assnd , p̃Assnd which are
respectively the suspension of tAssn−d+n−2 and the desuspension of pAssn−d+n−2. We give the link between

these four families and focus on Ãss = t̃Ass2
0 = p̃Ass2

0 which can be understood as an associative algebra
with a wrong sign, that is, a binary algebra, where the identity x(yz) = −(xy)z replaces the associativity.
We call such an algebra anti-associative. We determine explicitly the dual operads for these operads so for
the particular cases of n-ary partially and totally associative algebras when the product is of degree odd or
even. The main result is the proof of the koszulity and non-Koszulity of these operads which is summarized
in Figure 8.1. We prove the non-koszulity only for n ≤ 7 although we expect it to be true for arbitrary
n. In particular, the dual operad for 3-ary partially associative algebras of degree 0 is the operad of 3-ary
totally associative of degree 1 and we conclude that these operads are non-Koszul. To obtain this result we
compute the generating functions of these operads and use the functional equation which should be satisfied
by the generating functions of an operad and its dual if they are Koszul. We then focus on algebras with
one anti-associative operation. Since the corresponding operad is non-Koszul, the deformation cohomology
differs from the standard one. We describe the relevant part of the deformation cohomology for this type of
algebras using the minimal model for the anti-associative operad and compare it to the standard cohomology.
In the remaining sections we discuss free partially associative algebras and formulate open problems.

8.1 Duality for quadratic operads revisited

All ideas recalled in this section are already present in [46], but we want to emphasize some specific features of
the non-binary case related to a degree shift in the Koszul dual which seem to be overlooked, see Remark 62
below.

Fix a natural n ≥ 2 and assume E = {E(a)}a≥2 is a Σ-module such that E(a) = 0 if a 6= n. We will
study operads P of the form P = Γ(E)/(R), where Γ(E) is the free operad generated by E and (R) the

109
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operadic ideal generated by a subspace R ⊂ Γ(E)(2n − 1). Operads of this type are called quadratic, or
binary quadratic if n = 2.

Let E∨ = {E∨(a)}a≥2 be a Σ-module with

E∨(a) :=
{

sgna⊗ ↑a−2 E(a)#, if a = n and
0, otherwise

where ↑a−2 denotes the suspension iterated a − 2 times, sgna the signum representation of the symmetric
group Σa, and # the linear dual of a graded vector space with the induced representation. Recall that
V # := Hom(V,K), so (V #)d = (V−d)#. There is a non-degenerate, Σ2n−1-equivariant pairing

〈−|−〉 : Γ(E∨)(2n− 1)⊗ Γ(E)(2n− 1)→ K (8.1)

determined by requiring that

〈↑n−2 e′◦i ↑n−2 f ′ | e′′ ◦j f ′′〉 := δij(−1)(i+1)(n+1)e′(e′′)f ′(f ′′) ∈ K,

for arbitrary e′, f ′ ∈ E(n)#, e′′, f ′′ ∈ E(n).

Definition 61 The Koszul or quadratic dual of the quadratic operad P = Γ(E)/(R) as above is the quotient

P ! := Γ(E∨)/(R⊥),

where R⊥ ⊂ Γ(E∨)(2n−1) is the annihilator of R ⊂ Γ(E)(2n−1) in the pairing (8.1), and (R⊥) the operadic
ideal generated by R⊥.

Remark 62 If P is a quadratic operad generated by an operation of arity n and degree d, then the generating
operation of P ! has the same arity but degree −d+n−2, i.e. for n 6= 2 (the non-binary case) the Koszul duality
may not preserve the degree of the generating operation! There seemed to be a common misunderstanding
that the Koszul duality preserves the degree of generating operations even in the non-binary case. This
resulted in several wrong statements about the Koszulity of n-ary algebras.

Recall [91, Definition II.3.15] that the operadic suspension sP of an operad P = {P(a)}a≥1 is the operad
sP = {sP(a)}a≥1, where sP(a) := sgna⊗↑a−1 P(a), with the structure operations induced by those of P in
the obvious way taking into account, as always, the Koszul sign rule requiring that whenever we interchange
two “things” of odd degrees, we multiply the sign by −1. The cooperadic suspension sC of a cooperad C is
defined analogously.

The cobar construction [91, Definition II.3.9] of a cooperad C is a dg-operad Ω(C) of the form Ω(C) = (Γ(↓
sC), ∂Ω). Here s denotes the cooperadic suspension recalled above and ↓ the component-wise desuspension.
The differential ∂Ω is induced by the structure operations of the cooperad C. If P = {P(a)}a≥1 is an operad
with finite-dimensional components, the component-wise linear dual P# = {P(a)#}a≥1 is a cooperad. The
composition D(P) := Ω(P#) of the linear dual with the cobar construction is the dual bar construction of
P. For P quadratic, there exist a natural map D(P !) → P of dg-operads. Let us recall the central notion
of [46].

Definition 63 A quadratic operad P is Koszul if the natural map D(P !)→ P is a homology equivalence.

The notation and terminology concerning the (co)bar construction has not been standardized. For instance,
the use of the (co)operadic suspension s in our definition of Ω(C) is purely conventional and guarantees that
Ω(−) does not change the degree of elements of arity 2. In recent literature, the Koszul dual is sometimes
defined as a functor P 7→ P ¡ from the category of quadratic operads to the category of quadratic cooperads.
Our P ! recalled above is then the composition of this co-operadic Koszul dual with the component-wise
linear dual, P ! = (P ¡)#. In our choice of conventions we, however, tried to stay as close to [46] as possible.
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8.2 Four families of n-ary algebras

We introduce four families of quadratic operads and describe their Koszul duals. These families cover
all examples of ‘n-ary algebras’ with one operation without symmetry which we were able to find in the
literature.

Let V be a graded vector space, n ≥ 2, and µ : V ⊗n → V a degree d multilinear operation symbolized by

· · · · · ·

•µ .
Q
Q
Q

�
�

�
�
�

1 2 n

We say that A = (V, µ) is a degree d totally associative n-ary algebra if, for each 1 ≤ i, j ≤ n,

µ
(
11⊗i−1 ⊗ µ⊗ 11⊗n−i

)
= µ

(
11⊗j−1 ⊗ µ⊗ 11⊗n−j

)
,

where 11 : V → V is the identity map. Graphically, we demand that

· · ·

•µ Q
Q
Q

�
�

�
�
� · · ·

ith input

�
�
��

· · ·

•µ Q
Q
Q

�
�

�
�

�

= · · ·

•µ Q
Q
Q

�
�

�
�

� · · ·
jth input

E
E
EE

· · ·

•µ Q
Q
Q

�
�

�
�

�

for each i, j for which the above compositions make sense. Observe that degree 0 totally associative 2-algebras
are ordinary associative algebras.

In the following definitions, Γ(µ) will denote the free operad on the Σ-module Eµ with

Eµ(a) =
{

the regular representation K[Σn] generated by µ, if a = n and
0, otherwise.

Definition 64 We denote tAssnd the operad for totally associative n-ary algebras with operation in degree
d, that is,

tAssnd := Γ(µ)/(RtAssnd
)

with µ an arity n generator of degree d and

RtAssnd
:= Span {µ ◦i µ− µ ◦j µ, for i, j = 1, . . . , n} .

We call A = (V, µ) a degree d partially associative n-ary algebra if the following single axiom is satisfied:

n∑
i=1

(−1)(i+1)(n−1)µ
(
11⊗i−1 ⊗ µ⊗ 11⊗n−i

)
= 0. (8.2)

Degree 0 partially associative 2-ary algebras are classical associative algebras. More interesting observation
is that degree (n−2) partially associative n-ary algebras are the same as A∞-algebras A = (V, µ1, µ2, . . .) [83,
§1.4] which are “meager” in that they satisfy µk = 0 for k 6= n. Symmetrizations of these meager A∞-algebras
are n-Lie algebras in the sense of [63].

Definition 65 We denote pAssnd the operad for partially associative n-ary algebras with operation in degree
d. Explicitly,

pAssnd := Γ(µ)/
( n∑
i=1

(−1)(i+1)(n−1)µ ◦i µ
)

with µ a generator of degree d and arity n.
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It follows from the above remarks that tAss2
0 = pAss2

0 = Ass, where Ass is the operad for associative
algebras. We are going to introduce the remaining two families of operads. Recall that s denotes the operadic
suspension and s−1 the obvious inverse operation.

Definition 66 We define tÃssnd := s tAssnd−n+1 and pÃssnd := s−1pAssnd+n−1.

We leave as an exercise to verify that tÃssnd -algebras are structures A = (V, µ), where µ : V ⊗n → V is a
degree d linear map satisfying, for each 1 ≤ i, j ≤ n,

(−1)i(n+1)µ
(
11⊗i−1 ⊗ µ⊗ 11⊗n−i

)
= (−1)j(n+1)µ

(
11⊗j−1 ⊗ µ⊗ 11⊗n−j

)
.

Likewise, pÃssnd -algebras are similar structures, but this time satisfying

n∑
i=1

µ
(
11⊗i−1 ⊗ µ⊗ 11⊗n−i

)
= 0.

Definition 67 Let Ãss := tÃss2
0 = pÃss2

0. Explicitly, Ãss-algebras are structures A = (V, µ) with a degree
0 bilinear operation µ : V ⊗ V → V satisfying

µ(µ⊗ 11) + µ(11⊗ µ) = 0

or, in elements
a(bc) + (ab)c = 0, (8.3)

for a, b, c ∈ V . We call these objects anti-associative algebras.

Anti-associative algebras can be viewed as associative algebras with the associativity taken with the
opposite sign which explains their name. Similarly, tAss2

1 = pAss2
1-algebras are associative algebras with

operation of degree 1. The corresponding, essentially equivalent, operads are the simplest examples of
non-Koszul operads, as we will see in Section 8.3. The proof of the following proposition is an exercise.

Proposition 65 For each n ≥ 2 and d, (tAssnd )! = pAssn−d+n−2, (pAssnd )! = tAssn−d+n−2, (tÃssnd )! =
pÃssn−d+n−2 and (pÃssnd )! = tÃssn−d+n−2,

8.3 Koszulity - the case study

This section is devoted to the following statement organized in the tables of Figure 8.1. We, however, know
to prove the non-Koszulity direction (“no” in Figure 8.1) only for n ≤ 7 although we expect it to be true for
arbitrary n, see also the notes following Theorem 68, Remark 73 and the first problem of Section 8.6.

Theorem 68 The operad tAssnd is Koszul if and only if d is even. The operad pAssnd is Koszul if and only
if n and d have the same parity. The operad tÃssnd is Koszul if and only if n and d have different parities.
The operad pÃssnd is Koszul if and only if d is odd.

The Koszulity part (“yes” in the tables of Figure 8.1) will follow from [67] and relations between the
operads tAssnd , pAssnd , tÃssnd and pÃssnd , see Proposition 66. The non-Koszulness part (“no” in Figure 8.1)
will, for n ≤ 7, follow in a similar fashion from Proposition 67. Since we do not know how to extend the
proof of Proposition 67 for arbitrary n, the non-Koszulity part of Theorem 68 is, for n ≥ 8, only conjectural.

In particular, the operads Ãss and tAss2
1 = pAss2

1 are not Koszul. Let us formulate useful

Lemma 11 Let Pnd be one of the operads above. Then Pnd is Koszul if and only if Pnd+2 is Koszul, that is,
only the parity of d matters.



8.3. KOSZULITY - THE CASE STUDY 113

tAssnd n even n odd

d even yes yes

d odd no no

pAssnd n even n odd

d even yes no

d odd no yes

tÃssnd n even n odd

d even no yes

d odd yes no

pÃssnd n even n odd

d even no no

d odd yes yes

Figure 8.1: Koszulness of the operads tAssnd , pAssnd , tÃssnd and pÃssnd . “Yes” means that the corresponding
operad is Koszul, “no” that it is not Koszul.

Proof. There is a ‘twisted’ isomorphism

ϕ : Pnd
∼=−→ Pnd+2, (8.4)

i.e. a sequence of equivariant isomorphisms ϕ(a) : Pnd (a) → Pnd+2(a), a ≥ 1, that commute with the ◦i-
operations such that the component ϕ(k(n− 1) + 1) is of degree 2k, for k ≥ 0.

To construct such an isomorphism, consider an operation µ′ of arity n and degree d, and another operation
µ′′ of the same arity but of degree d + i. We leave as an exercise to verify that the assignment µ′ 7→ µ′′

extends to a twisted isomorphism ω : Γ(µ′)→ Γ(µ′′) if and only if i is even.
Let Pnd = Γ(µ′)/(R′) and Pnd+2 = Γ(µ′′)/(R′′). It is clear that the twisted isomorphism ω : Γ(µ′)→ Γ(µ′′)

preserves the ideals of relations, so it induces a twisted isomorphism (8.4). A moment’s reflection convinces
one that ϕ induces similar twisted isomorphisms of the Koszul duals and the bar constructions. This, by
Definition 63, gives the lemma.

Proposition 66 The operads marked “yes” in the tables of Figure 8.1 are Koszul.

Proof. The operads tAssn0 are Koszul for all n ≥ 2 by [67, § 7.2] (see also [47] for the case n even and
d = 0). So, by Lemma 11, the operads tAssnd are Koszul for all even d and n ≥ 2, which gives the two “yes”
in the upper left table of Figure 8.1.

The “yes” in the upper right table follow from the “yes” in the upper left table, the fact that an operad
is Koszul if and only if its dual operad is Koszul, and the isomorphism (pAssnd )! = tAssn−d+n−2 established
in Proposition 65. The “yes” in the lower two tables in Figure 8.1 follow from the upper two tables and the
fact that the suspension preserves Koszulity.

Before we attend to the “no” part of Theorem 68, we recall an important criterion for Koszulity due
to [46] which easily generalizes to the non-binary case. The Poincaré or generating series of a graded operad
P∗ = {P∗(a)}a≥1 is defined by

gP(t) :=
∑
a≥1

1
a!
χ(P(a))ta,

where χ(P(a)) denotes the Euler characteristic of the graded vector space P∗(n),

χ(P(a)) :=
∑
i

(−1)i dim(Pi(a)).

Observe that if P is not concentrated in degree zero, the Euler characteristic and thus also the Poincaré
series may involve negative signs.

Theorem 69 ([46]) If a quadratic operad P is Koszul, then its Poincaré series and the Poincaré series of
its dual P ! are tied by the functional equation

gP(−gP!(−t)) = t. (8.5)
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Our first task will therefore be to describe the Poincaré series of the family tAssnd which generates, via
the duality and suspension, all the remaining operads.

Lemma 12 The generating function for the operad tAssnd is

gtAssnd
(t) :=

{ t

1− tn−1
, if d is even, and

t− tn + t2n−1, if d is odd.
(8.6)

Proof. The components of the operad tAssnd are trivial in arities different from k(n − 1) + 1, k ≥ 0. The
piece tAssnd (k(n− 1) + 1) is generated by all possible ◦i-compositions involving k instances of the generating
operation µ, modulo the relations

µ ◦i µ− µ ◦j µ, for i, j = 1, . . . , n (8.7)

which enable one to replace each µ ◦i µ, 2 ≤ i ≤ n, by µ ◦1 µ.
If the degree d is even, the operad tAssnd is evenly graded, so the associativity [85, p. 1473, Eqn. (1)] of

the ◦i-operations does not involve signs. Therefore an arbitrary ◦i-composition of k instances of µ can be
brought to the form

ηk := (· · · ((µ ◦1 µ) ◦1 µ) ◦1 · · · ) ◦1 µ.

We see that tAssnd (k(n− 1) + 1) is spanned by the set {ηk ◦ σ; σ ∈ Σk(n−1)+1}, so

dim(tAssnd (k(n− 1) + 1)) = (k(n− 1) + 1)!

and, by definition,

gtAssnd
(t) =

∑
k≥0

tk(n−1)+1 =
t

1− tn−1
,

which verifies the even case of (8.6).
The odd case is subtler since the associativity [85, p. 1473, Eqn. (1)] may involve nontrivial signs. As in

the even case we calculate that

dim(tAssnd (k(n− 1) + 1)) = (k(n− 1) + 1)! for k = 0, 1, 2, (8.8)

because these small arities do not require the associativity.
If k ≥ 3, we can still to bring each ◦i-composition of k instances of µ to the form of the ‘canonical’ generator

ηk, but we may get a nontrivial sign which may moreover depend on the way we applied the associativity.
Relation (8.7) implies that

(µ ◦1 µ) ◦1 µ = (µ ◦n µ) ◦1 µ (8.9)

in tAssnd (3n− 2). Applying (8.7) and the associativity [85, p. 1473, Eqn. (1)] several times, we get that

(µ ◦1 µ) ◦1 µ = µ ◦1 (µ ◦1 µ) = µ ◦1 (µ ◦n µ) = (µ ◦1 µ) ◦n µ = (µ ◦n µ) ◦n µ
= µ ◦n (µ ◦1 µ) = µ ◦n (µ ◦n µ) = (µ ◦n µ) ◦2n−1 µ (8.10)
= (µ ◦1 µ) ◦2n−1 µ.

Since the degree of µ is odd, the first line of the associativity [85, p. 1473, Eqn. (1)] implies

(µ ◦1 µ) ◦2n−1 µ = −(µ ◦n µ) ◦1 µ

therefore (8.9) and (8.10) combine into

(µ ◦1 µ) ◦1 µ = −(µ ◦1 µ) ◦1 µ.

This means that (µ ◦1 µ) ◦1 µ = 0 so tAssnd (3n− 2) = 0. Since tAssnd (k(n− 1) + 1) is, for k ≥ 3, generated
by tAssnd (3n− 2), we conclude that tAssnd (k(n− 1) + 1) = 0 for k ≥ 3 which, along with (8.8), verifies the
odd case of (8.7).
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Remark 70 The Poincaré series of an operad P and its suspension sP are related by gsP(t) = −gP(−t).
Lemma 12 thus implies that the generating series of the operad tÃssnd = s tAssnd−n+1 equals

gtÃssnd
(t) :=


t+ (−1)dtn + t2n−1, if n and d have the same parity, and

t

1− (−1)dtn−1
, if n and d have different parities.

We do not know explicit formulas for the Poincaré series of pAssnd and pÃssnd except in the case n = 2 when
these operads coincide with the corresponding (anti)-associative operads.

Example 71 It easily follows from the above calculations that, for the anti-associative operad Ãss, one has

Ãss(1) ∼= K, Ãss(2) ∼= K[Σ2] and Ãss(3) ∼= K[Σ3],

while Ãss(a) = 0 for a ≥ 4.

Let us return to our task of proving the non-Koszulity of the “no” cases in the tables of Figure 8.1.
Our strategy will be to interpret (8.5) as saying that −gP!(−t) is a formal inverse of gP(t) at 0. Since
g′P(0) = 1, this unique formal inverse exists. In the particular case of P = tAssnd , with d odd, this means
that −gpAssn−d+n−2

(−t) should be compared to a formal inverse of gtAssnd
(t) = t− tn + t2n−1. A simple degree

count shows that gpAssn−d+n−2
(t) is of the form{

t−A1t
n +A2t

2n−1 −A3t
3n−2 + · · · , for n even and

t+A1t
n +A2t

2n−1 +A3t
3n−2 + · · · , for n odd,

for some non-negative integers A1, A2, A3, . . ., therefore −gpAssn−d+n−2
(−t) is in both cases the formal power

series
t+A1t

n +A2t
2n−1 +A3t

3n−2 + · · · (8.11)

with non-negative coefficients. If we show that the formal inverse of t − tn + t2n−1 is not of this form, by
Theorem 69 the corresponding operad tAssnd is not Koszul.

Example 72 The Poincaré series of the operad tAss2
1 is, by Lemma 12,

gtAss21
(t) = t− t2 + t3.

One can compute the formal inverse of this function as

t+ t2 + t3 − 4t5 − 14t6 − 30t7 − 33t8 + 55t9 + · · · .

The presence of negative coefficients implies that the operad tAss2
1 is not Koszul, neither is the anti-

associative operad Ãss = tÃss2
0 = s−1tAss2

1.
Likewise, the Poincaré series of the operad tAss3

1 equals

gtAss31
(t) = t− t3 + t5

and we computed, using Matematica, the initial part of the formal inverse as

t+ t3 + 2t5 + 4t7 + 5t9 − 13t11 − 147t13 + · · ·

The existence of negative coefficients again implies that the operad tAss3
1 is not Koszul. The formal inverse

of
gtAss41

(t) = t− t4 + t7

up to the first negative term is

t+ t4 + 3t7 + 11t10 + 42t13 + 153t16 + 469t19 + 690t22 − 5967t25 + · · ·

so tAss4
1 is not Koszul.
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The complexity of the calculation of the relevant initial part of the inverse of gtAssn1
(t) = t − tn + t2n−1

grows rapidly with n. We have, however, the following:

Proposition 67 For n ≤ 7, the formal inverse of t − tn + t2n−1 has at least one negative coefficient.
Therefore the operads tAssnd for d odd and n ≤ 7 are not Koszul.

Proof. The function g(z) := z − zn + z2n−1 is analytic in the complex plane C. Its analytic inverse g−1(z)
is a not-necessarily single-valued analytic function defined outside the points in which the derivative g′(z)
vanishes. Let us denote by Z the set of these points, i.e.

Z := {z ∈ C; g′(z) = 0}.

The key observation is that, for n ≤ 7, the equation g′(z) = 0 has no real solutions, Z ∩ R = ∅. Indeed, one
has to solve the equation

g′(z) = 1− nzn−1 + (2n− 1)z2n−2 = 0 (8.12)

which, after the substitution w := yn−1 leads to the quadratic equation

1− nw + (2n− 1)w2 = 0

whose discriminant n2 − 8n+ 4 is, for n ≤ 7, negative.
Let f(z) be the power series representing the branch at 0 of g−1(z) such that f(0) = 0. It is clear that

f(t) is precisely the formal inverse of g(t) at 0. Suppose that

f(z) = z + a2z
2 + a3z

3 + a4z
4 + · · · ,

with all coefficients a2, a3, a4, . . . non-negative real numbers. Since Z 6= ∅ and obviously 0 6∈ Z, the radius of
convergence of f(z) at 0, which equals the radius of the maximal circle centered at 0 whose interior does not
contain points in Z, is some number r with 0 < r <∞. Let z ∈ Z be such that |z| = r. Since all coefficients
of the power series f are positive, we have

|f(z)| ≤ f(|z|) = f(r),

so the function f(r) must have singularity at the real point r ∈ R, i.e. g′(z) must vanish at r. This contradicts
the fact that g′(z) = 0 has no real solutions.

Remark 73 Equation (8.12) has, for n = 8, two real solutions, z1 = 7
√

1/3 and z2 = 7
√

1/5. This means
that the inverse function of z − zn + z2n−1 has two positive real poles and the arguments used in our proof
of Proposition 67 do not apply.

We verified Proposition 67 using Matematica. The first negative coefficient in the inverse of t− tn + t2n−1

was at the power t57 for n = 5, at t161 for n = 6, and at t1171 for n = 7. For n = 8 we did not find any
negative term of degree less than 10 000. It is indeed possible that all coefficients of the inverse of t− t8 + t15

are positive.

Proposition 67 together with the fact that the suspension and the !-dual preserves Koszulity imply the
“no” entries of the tables in Figure 8.1 for n ≤ 7.

8.4 Cohomology of algebras over non-Koszul operads – an exam-
ple

In this section we study anti-associative algebras introduced in Definition 67, i.e. structures A = (V, µ) with
a degree-0 bilinear anti-associative multiplication µ : V ⊗2 → V . We describe the ‘standard’ cohomology
H∗
Ãss

(A;A)st of an anti-associative algebra A with coefficients in itself and compare it to the relevant part
of the deformation cohomology H∗

Ãss
(A;A) based on the minimal model of the anti-associative operad Ãss.
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Since Ãss is, by Theorem 68, not Koszul, these two cohomologies differ. While the standard cohomology has
no sensible meaning, the deformation cohomology coincides with the triple cohomology [32, 33] and governs
deformations of anti-associative algebras.

It was explained at several places [84, 85, 90, 87] how a, not-necessarily acyclic, quasi-free resolution
(P, ∂ = 0)

ρ←− (R, ∂) of an operad P, which we assume for simplicity non-dg and concentrated in degree 0,
determines a cohomology theory for P-algebras with coefficients in itself. If P is quadratic and if we take
as (R, ∂) the dual bar construction (recalled in Section 8.1) of the quadratic dual P !, we get the ‘standard’
cohomology H∗P(A;A)st as the cohomology of the ‘standard’ cochain complex

C1
P(A;A)st

δ1
st−→ C2

P(A;A)st
δ2
st−→ C3

P(A;A)st
δ3
st−→ C4

P(A;A)st
δ4
st−→ · · ·

in which CpP(A;A)st := Hom(P !(p)⊗Σp V
⊗p, V ), p ≥ 1, and the differential δ∗st is induced from the structure

of P ! and A, see [33, Section 8] or [91, Definition II.3.99]. This type of (co)homology was considered in the
seminal paper [46].

The deformation (also called, in [84], the cotangent) cohomology uses the minimal model of P in place of
(R, ∂). Recall [85, p. 1479] that the minimal model of an operad P is a homology isomorphism

(P, 0)
ρ←− (Γ(E), ∂)

of dg-operads such that the image of ∂ consists of decomposable elements of the free operad Γ(E) (the
minimality). It is known [91, Section II.3.10] that each operad with P(1) ∼= K admits a minimal model
unique up to isomorphism. The deformation cohomology H∗P(A;A) is the cohomology of the complex

C1
P(A;A) δ1

−→ C2
P(A;A) δ2

−→ C3
P(A;A) δ3

−→ C4
P(A;A) δ4

−→ · · ·

in which C1
P(A;A) := Hom(V, V ) and

CpP(A;A) := Hom(
⊕

q≥2Ep−2(q)⊗Σq V
⊗q, V ), for p ≥ 2.

The differential δ∗ is defined by the formula which can be found in [90, Section 2] or in the introduction
to [87]. If P is quadratic Koszul, the dual bar construction of P ! is, by [85, Proposition 2.6], isomorphic
to the minimal model of P, thus the standard and deformation cohomologies coincide, giving rise to the
‘standard’ constructions such as the Hochschild, Harrison or Chevalley-Eilenberg cohomology.

Neither H∗P(A;A)st nor H∗P(A;A) have the 0th term. A natural H0 exists only for algebras for which the
concept of unitality makes sense. This is not always the case. Assume, for example, that an anti-associative
algebra A = (V, µ) has a unit, i.e. and element 1 ∈ V such that 1a = a1 = a, for all a ∈ V . Then the
anti-associativity (8.3) with c = 1 gives ab+ ab = 0, so ab = 0 for each a, b ∈ V .

Let us describe the standard cohomology H∗
Ãss

(A;A)st of an anti-associative algebra A = (V, µ). The
operad Ãss is, by Proposition 65, self-dual and it follows from the description of Ãss = Ãss ! given in
Example 71 that H∗

Ãss
(A;A)st is the cohomology of

C1
Ãss

(A;A)st
δ1
st−→ C2

Ãss
(A;A)st

δ2
st−→ C3

Ãss
(A;A)st

δ3
st−→ 0 0−→ 0 0−→ · · ·

in which Cp := Hom(V ⊗p, V ) for p = 1, 2, 3, and all higher Cp’s are trivial. The two nontrivial pieces of the
differential are basically the Hochschild differentials with “wrong” signs of some terms:

δ1(ϕ)(a, b) := aϕ(b)− ϕ(ab) + ϕ(a)b, and

δ2(f)(a, b, c) := af(b, c) + f(ab, c) + f(a, bc) + f(a, b)c,

for ϕ ∈ Hom(V, V ), f ∈ Hom(V ⊗2, V ) and a, b, c ∈ V . We abbreviated µ(a, b) = ab, µ(a, ϕ(b)) = aϕ(b), &c.
One sees, in particular, that Hp

Ãss
(A;A)st = 0 for p ≥ 4.

Let us describe the relevant part of the deformation cohomology of A. It can be shown that Ãss has the
minimal model

(Ãss, 0)
ρ←− (Γ(E), ∂)

with the generating Σ-module E = {E(a)}a≥2 such that
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– E(2) is generated by a degree 0 bilinear operation µ2 : V ⊗ V → V ,

– E(3) is generated by a degree 1 trilinear operation µ3 : V ⊗3 → V ,

– E(4) = 0, and

– E(5) is generated by four 5-linear degree 2 operations µ1
5, µ

2
5, µ

3
5, µ

4
5 : V ⊗5 → V ,

so the minimal model of Ãss is of the form

(Ãss, 0) α←− (Γ(µ2, µ3, µ
1
5, µ

2
5, µ

3
5, µ

4
5, . . .), ∂).

Notice the gap in the arity 4 generators! We do not know the exact form of the pieces E(a), a ≥ 6, of
the generating Σ-module E, but we know that they do not contain elements of degrees ≤ 2. Their Euler
characteristics can be read off from the inverse of the Poincaré series gÃss(t) = t+ t2 + t3, and one gets

χ(E(2)) = 1, χ(E(3)) = −1, χ(E(4)) = 0, χ(E(5)) = 4,
χ(E(6)) = −14, χ(E(7)) = 30, χ(E(8)) = −33, χ(E(9)) = −55, . . .

The differential ∂ of the relevant generators is given by:

∂(µ2) := 0,
∂(µ3) := µ2 ◦1 µ2 + µ2 ◦2 µ2,

∂(µ1
5) := (µ2 ◦2 µ3) ◦4 µ2 − (µ3 ◦3 µ2) ◦4 µ2 + (µ2 ◦1 µ2) ◦3 µ3 − (µ3 ◦1 µ2) ◦3 µ2

+ (µ2 ◦1 µ3) ◦1 µ2 − (µ3 ◦1 µ2) ◦1 µ2 + (µ2 ◦1 µ3) ◦4 µ2 − (µ3 ◦2 µ2) ◦4 µ2,

∂(µ2
5) := (µ3 ◦1 µ2) ◦1 µ2 − (µ2 ◦1 µ3) ◦1 µ2 + (µ2 ◦1 µ3) ◦3 µ2 − (µ3 ◦2 µ2) ◦3 µ2

+ (µ2 ◦2 µ3) ◦3 µ2 − (µ3 ◦3 µ2) ◦3 µ2 + (µ2 ◦1 µ2) ◦3 µ3 − (µ3 ◦1 µ2) ◦4 µ2,

∂(µ3
5) := (µ3 ◦2 µ2) ◦4 µ2 − (µ2 ◦2 µ3) ◦2 µ2 + (µ3 ◦2 µ2) ◦2 µ2 − (µ2 ◦1 µ2) ◦2 µ3

+ (µ2 ◦1 µ3) ◦3 µ2 − (µ2 ◦1 µ3) ◦1 µ2 + (µ2 ◦1 µ2) ◦1 µ3 − (µ3 ◦1 µ2) ◦2 µ2, and

∂(µ4
5) := (µ3 ◦1 µ2) ◦3 µ2 − (µ3 ◦3 µ2) ◦3 µ2 + (µ2 ◦2 µ3) ◦3 µ2 − (µ3 ◦2 µ2) ◦3 µ2

+ (µ2 ◦1 µ2) ◦2 µ3 − (µ2 ◦1 µ3) ◦2 µ2 + (µ2 ◦1 µ2) ◦1 µ3 − (µ2 ◦1 µ3) ◦1 µ2.

One can make the formulas clearer by using the nested bracket notation. For instance, µ2 will be represented
by (••), µ3 by (•••), µ2

5 by (•••••)2, µ3 ◦2 µ2 by (•(••)•), &c. With this shorthand, the formulas for the
differential read

∂(••) := 0,
∂(•••) := ((••)•) + (•(••)),

∂(••••)1 := (•(••(••)))− (••(•(••))) + ((••)(•••))− ((••)(••)•)
+ (((••)••)•)− (((••)•)••) + ((•••)(••))− (•(••)(••)),

∂(••••)2 := (((••)•)••)− (((••)••)•) + ((••(••))•)− (•(•(••))•)
+ (•(•(••)•))− (••((••)•)) + ((••)(•••))− ((••)•(••)),

∂(••••)3 := (•(••)(••))− (•((••)••)) + (•((••)•)•)− ((•(•••))•)
+ ((••(••))•)− (((••)••)•) + (((•••)•)•)− ((•(••))••), and

∂(••••)4 := ((••)(••)•)− (••((••)•)) + (•(•(••)•))− (•(•(••))•)
+ ((•(•••))•)− ((•(••)•)•) + (((•••)•)•)− (((••)••)•).

Let us indicate how we obtained the above formulas. We observed first that the degree-one subspace
Γ(µ2, µ3)(5)1 ⊂ Γ(µ2, µ3)(5) is spanned by ◦i-compositions of two µ2’s and one µ3, i.e., in the bracket
language, by nested bracketings of five •’s with two binary and one ternary bracket. These elements are in
one-to-one correspondence with the edges of the 5th Stasheff associahedron K5 shown in Figure 8.2, see [91,
Section II.1.6].
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Figure 8.2: Stasheff’s associahedron K5.
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Figure 8.3: An closed edge path of length 8 in K5 defining ∂(µ1
5).

Let xe ∈ Γ(µ2, µ3)(5)1 be the element indexed by an edge e of K5. Clearly ∂(xe) = xa + xb, where a, b
are the endpoints of e and xa, xb ∈ Γ(µ2)(5)0 the elements given by the nested bracketings of five •’s with
three binary brackets corresponding to these endpoints. We concluded that the ∂-cycles in Γ(µ2, µ3)(5)1

are generated by closed edge-paths of even length in K5; the cycle corresponding to such a path P =
(e1, e2, . . . , e2r) being ∑

1≤i≤2r

(−1)i+1xei .

Examples of these paths are provided by two adjacent pentagons inK5 such as the ones shown in Figure 8.3.
There are also three edge paths of length 4 given by the three square faces of K5, but the corresponding
cohomology classes have already been killed by the ∂-images of the compositions µ3 ◦i µ3, i = 1, 2, 3. We
showed that there are four linearly independent edge paths of length 8 that, together with the three squares,
generate all edge paths of even length in K5. The generators µ1

5, µ
2
5, µ

3
5, µ

4
5 correspond to these paths.

Also for a ≥ 6 the 1-dimensional ∂-cycles in Γ(µ2, µ3, µ
1
5, µ

2
5, µ

3
5, µ

4
5)(a)1 are given by closed edge paths of

even length in the associahedron Ka but one can show that they are all generated by the squares and the im-
ages of the paths as in Figure 8.3 under the face inclusions K5 ↪→ Ka. Therefore (Γ(µ2, µ3, µ

1
5, µ

2
5, µ

3
5, µ

4
5), ∂)

is acyclic in degree 1, so µ1
5, µ

2
5, µ

3
5, µ

4
5 are the only degree two generators of the minimal model of Ãss.

From the above description of the minimal model of Ãss one easily gets the relevant part

C1 δ1

−→ C2 δ2

−→ C3 δ3

−→ C4 δ4

−→ · · ·

of the complex defining the deformation cohomology of an anti-associative algebra A = (V, µ). One has
– C1 = Hom(V, V )
– C2 = Hom(V ⊗2, V )
– C3 = Hom(V ⊗3, V ), and
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– C4 = Hom(V ⊗5, V )⊕Hom(V ⊗5, V )⊕Hom(V ⊗5, V )⊕Hom(V ⊗5, V ).

Observe that Cp
Ãss

(A;A)st = Cp for p = 1, 2, 3, while C4 consists of 5-linear maps. The differential δp agrees
with δpst for p = 1, 2 while, for g ∈ C3, one has

δ3(g) = (δ3
1(g), δ3

2(g), δ3
3(g), δ3

4(g)),

where

δ3
1(g)(a, b, c, d, e) := af(b, c, de)− f(a, b, c(de)) + (ab)f(c, d, e)− f(ab, cd, e)

+ f(ab, c, d)e− f((ab)c, d, e) + f(a, b, c)(de)− f(a, bc, de),

δ3
2(g)(a, b, c, d, e) := f((ab)c, d, e)− f(ab, c, d)e+ f(a, b, cd)e− f(a, b(cd), e)

+ af(b, cd, e)− f(a, b, (cd)e) + (ab)f(c, d, e)− f(ab, c, de),

δ3
3(g)(a, b, c, d, e) := f(a, bc, de)− af(bc, d, e) + f(a, (bc)d, e)− a(f(b, c, d)e)

+ f(a, b, cd)e− f(ab, c, d)e+ (f(a, b, c)d)e− f(a(bc), d, e), and

δ3
4(g)(a, b, c, d, e) := f(ab, cd, e)− f(a, b, (cd)e) + af(b, cd, e)− f(a, b(cd), e)

+ (af(b, c, d))e− f(a, bc, d)e+ (f(a, b, c)d)e− f(ab, c, d)e,

for a, b, c, d, e ∈ V . The following proposition follows from [84, Section 4].

Proposition 68 The cohomology H∗
Ãss

(A;A) governs deformations of anti-associative algebras. This means
that H2

Ãss
(A;A) parametrizes isomorphism classes of infinitesimal deformations and H3

Ãss
(A;A) contains

obstructions to extensions of partial deformations.

8.5 Free partially associative n-algebras

In this section we describe free partially associative algebras in the situation when the corresponding operad
is Koszul. We thus fill in the gap in the proof of [47, Theorem 13] and extend Gnedbaye’s description of free
pAssnd -algebras to all cases when d and n have the same parity.

Let pAssnd (V ) be the free pAssnd -algebra generated by a graded vector space V . It obviously decomposes
as

pAssnd (V ) =
⊕
l≥0

pAssnd (V )l,

where pAssnd (V )l ⊂ pAssnd (V ) is the subspace generated by elements obtained by applying the structure
n-ary multiplication µ to elements of V l-times. For instance, pAssnd (V )0

∼= V and pAssnd (V )1
∼= V ⊗n.

Denote by Tnl , l ≥ 1, the set of planar directed (= rooted) trees with l(n − 1) + 1 leaves whose vertices
have precisely n incoming edges (see [88, Section 4] or [91, II.1.5] for terminology). We extend the definition
to l = 0 by putting Tn0 := { }, the one-point set consisting of the exceptional tree with one leg and no
internal vertex. Clearly, each tree in Tnl has exactly l vertices. For each l there is a natural epimorphism

ω : Tnl × V ⊗l(n−1)+1 � pAssnd (V )l (8.13)

given by interpreting the trees in Tnl as the ‘pasting schemes’ for the iterated multiplication µ. More precisely,
if T ∈ Tnl and v1, . . . , vl(n−1)+1 ∈ V , then

ω(T × (v1, . . . , vl(n−1)+1)) ∈ pAssnd (V )l

is obtained by decorating the vertices of T by µ, the leaves of T by elements v1, . . . , vl(n−1)+1, and performing
the indicated composition, observing the Koszul sign rule in the nontrivially graded cases.

Let Snl be the subset of Tnl of trees having the property that the first incoming edge of each vertex is a
leaf. Therefore Sn0 = Tn0 = { }, Sn1 is the one-point set consisting of the n-corolla
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· · · · · ·

•

︸ ︷︷ ︸
n

Q
QQ

�
�
�

��

and Sn2 has n− 1 elements

ith leaf

· · ·

· · · · · ·
•

•

Q
QQ

�
�
�

��

Q
QQ

�
�
�

�� , 2 ≤ i ≤ n.

It is clear that, for l ≥ 3, Snl consists of trees of the form

· · · · · ·

•Q
Q
Q

�
�

�
�
�

�
� S2

�
�
A
A· · ·

Si
�
�
A
A· · ·

Sn
�
�
A
A· · ·

(8.14)

where Si ∈ Snli for 2 ≤ i ≤ n and l2 + · · ·+ ln = l − 1. The main result of this section is

Theorem 74 Assume that n and d are of the same parity, so the operad pAssnd is Koszul by Theorem 68.
Then the restriction (denoted by the same symbol)

ω : Snl × V ⊗l(n−1)+1 −→ pAssnd (V )l (8.15)

of the epimorphism (8.13) is an isomorphism, for each l ≥ 0.

Proof. Axiom (8.2) for partially associative algebras implies that each iterated multiplication in pAssnd (V )l
can be brought into a linear combination of multiplications with the pasting schemes in Snl , i.e. that the
map (8.15) is an epimorphism. Let us prove this statement by induction.

There is nothing to prove for l = 0, 1. Assume that we have established the claim for all 0 ≤ l ≤ k, k ≥ 1,
and prove it for l = k. Let µT be an iterated multiplication with the pasting scheme T ∈ Tnk . There are two
possibilities. The first case: the tree T is of the form

· · · · · ·

•Q
Q
Q

�
�

�
�
�

�
� T2

�
�
A
A· · ·

Ti
�
�
A
A· · ·

Tn
�
�
A
A· · ·

(8.16)

for some Ti ∈ Tnli , 2 ≤ i ≤ n, with l2 + · · ·+ ln = k − 1. Then

µT = µ(11⊗ µT2 ⊗ · · · ⊗ µTn),

where µTi denotes the iterated multiplication with the pasting scheme Ti. By induction, each µT2 , . . . , µTn
is a linear combination of iterated multiplications whose pasting schemes belong to the subsets Snl2 , . . . , S

n
ln

,
respectively. The observation that the tree (8.16) belongs to Snk if Ti ∈ Snli for each 2 ≤ i ≤ n completes the
induction step for this case.

In the second case, the tree T has the form

· · · · · ·

•Q
Q
Q

�
�
�

T1
�
�
A
A· · ·

Ti
�
�
A
A· · ·

Tn
�
�
A
A· · ·



122 CHAPTER 8. (NON-)KOSZULITY OF OPERADS FOR N -ARY ALGEBRAS

where Ti ∈ Tnli for 1 ≤ i ≤ n, l1 + · · ·+ ln = k − 1 and l1 ≥ 1. Now

µT = µ(µT1 ⊗ · · · ⊗ µTn)

and we may assume, by induction, that Ti ∈ Snli for each 1 ≤ i ≤ n. In particular, T1 is as in (8.14) with
Sj ∈ Snl′j

, 2 ≤ j ≤ n such that l′2 + · · ·+ l′n = l1 − 1, thus

µT = µ(µ⊗ 11⊗n−1)(11⊗ µS2 ⊗ · · · ⊗ µSn ⊗ µT2 ⊗ · · · ⊗ µTn).

By (8.2), one may replace the factor µ(µ⊗ 11⊗n−1) by the linear combination

−
n∑
i=2

(−1)(i+1)(n−1)µ
(
11⊗i−1 ⊗ µ⊗ 11⊗n−i

)
which brings µT also in the second case to the desired form and finishes the induction step.

To prove that the map (8.15) it is an isomorphism, it suffices now to compare the dimensions of Snl ×
V ⊗l(n−1)+1 and pAssnd (V )l. It follows from the description [91, Proposition II.1.25] of the free operad algebra
that, for each l ≥ 0,

pAssnd (V )l ∼= pAssnd (l(n− 1) + 1)⊗ Σl(n−1)+1V
⊗l(n−1)+1.

Theorem 74 will thus be established if we prove that

Snl := card(Snl ) equals Anl :=
1

(l(n− 1) + 1)!
dim(pAssnd (l(n− 1) + 1)),

for each l ≥ 0. It easily follows from (8.14) that the sequence {Snl }l≥0 is determined by the recursion Sn0 = 1
and

Snl :=
∑

0≤l2,··· ,ln≤l−1
l2+···+ln−1=l−1

Snl2 · · ·S
n
ln for l ≥ 1. (8.17)

In Proposition 69 below, which is of independent interest, we prove that the sequence {Anl }l≥0 satisfies the
same recursion. This finishes the proof.

Recursion (8.17) appeared, with p<n−1>
l in place of Snl , in [47, Section 3.4]. Theorem 74 gives a realization

of free pAssnd -algebras in the Koszul case (n ≡ d mod 2) by putting

pAssnd (V ) :=
⊕
l≥0

Snl × V ⊗l(n−1)+1.

We leave as an exercise to describe the structure n-ary multiplication of pAssnd (V ) in this language, see [47].

Proposition 69 The Poincaré series of the operad pAssnd is, in the Koszul case (with n and d of the same
parity), given by

gpAssnd
(t) =

∑
l≥0

(−1)lnAnl t
l(n−1)+1 (8.18)

where the coefficients {Anl }l≥0 are defined recursively by An0 := 1 and

Anl :=
∑

0≤l2,··· ,ln≤l−1
l2+···+ln−1=l−1

Anl2 · · ·A
n
ln for l ≥ 1. (8.19)

Proof. One can easily check that the recursive definition (8.19) of the coefficients of f(t) := gpAssnd
(t) is

equivalent to the functional equation

f(t) = t
(
1 + (−1)nf(t)n−1

)
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which in turn immediately implies that f(t) is the unique formal solution of

gtAssn−d+n−2
(−f(−t)) = t,

where the Poincaré series gtAssn−d+n−2
(t) is as in the first line of (8.6) because −d + n − 2 is even. Since

we are in the Koszul case, the above display means, by Theorem 69, that f(t) is the Poincaré series of
(tAssn−d+n−2)! = pAssnd . This proves the proposition.

The description of the Poincaré series of pAssnd for n and d of the same arity given in Proposition 69
implies that the Poincaré series of pÃssnd for d odd equals

gpÃssnd
(t) =

∑
l≥0

(−1)lAnl t
l(n−1)+1,

with {Anl }l≥0 having the meaning as in (8.18).

Example 75 Using Matematica, we calculated initial values of the series {A3
l }l≥0 as A3

0 = 1, A3
1 = 1,

A3
2 = 2, A3

3 = 5, A3
4 = 14, A3

5 = 42, A3
6 = 132, A3

7 = 429, A3
8 = 1 430, A3

9 = 4 862, A3
10 = 16 796, &c.

Remark 76 In the non-Koszul case (n and d of different parity), the map (8.15) of Theorem 74, while
always being an epimorphism, need not be a monomorphism. This means that there may be “unexpected
relations” in the free algebra pAssnd (V ) and Gnedbaye’s description of free partially associative n-algebras
is no longer true.

For instance, while S3
3 (the dimension of Sn3 for n = 3) equals 5, the dimension of pAss3

0(7) equals 7! · 4, so
pAss3

0(V )3 has one copy V ⊗7 less than S3
3 × V ⊗7. Therefore the map (8.15) has, for n = 3, d = 0 and l = 3,

a nontrivial kernel. The Poincaré series of pAss3
0 is was calculated in [58] as

gpAss30
(t) = t+ t3 + 2t5 + 4t7 + 5t9 + 6t11 + 7t13 + · · · .

8.6 Open problems

The first question which our paper leaves open is the Koszulity of the operads tAssnd with d odd and n ≥ 8.
The method used in the proof of Proposition 67 does not apply to these cases and indeed, our numerical tests
mentioned in Remark 73 suggest that it may happen that all coefficients in the formal inverse of t−tn+t2n−1

are non-negative.
Even if this happens, it would not necessarily mean that the operad tAssnd is Koszul, only that subtler

methods must be applied to that case. For instance, one may try to compare the coefficients of this formal
inverse to the dimensions of the components of the dual operad (tAssnd )!.

Understanding these components is, of course, equivalent to finding a basis for the free partially associative
algebras in the non-Koszul cases. This problem was solved, in [58], for free pAss3

0-algebras, for n ≥ 4 it
remains open.

The last problem we want to formulate here is to find more about the minimal model of the anti-associative
operads Ãss, or even to describe it completely. As far as we know, no complete description of the minimal
model of a non-Koszul operad is known. Since Ãss is the simplest non-Koszul operad, it is the first obvious
candidate to attack. A related task is to find as much as information about minimal models of the remaining
non-Koszul n-ary operads as possible.
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This part is devoted to the study of some geometrical structures on Lie algebras. More particulary, we
are interested in

• The problem of existence of complex structures on nilpotent Lie algebras. The classification
of 6-dimensional nilpotent real Lie algebras provided with a complex structure is known. But this
classification is based on the general classification of real and complex Lie algebras. Such a classification
does not exist for dimensions greater than or equal to 8. Thus our approach to this problem must
be different. First of all we prove directly that filiform algebras (that is, nilpotent Lie algebras with
a maximal nilindex) have no complex structures. This family corresponds to nilpotent Lie algebras
with Goze’s invariant equal to (n − 1, 1), where n is the dimension of the Lie algebra. Then we are
interested in quasi filiform algebras, that is, with a Goze’s invariant equal to (n− 2, 1, 1). In this case,
the approach is based on the notion of generalized complex structures of Gualtieri and Cavalcanti (note
that in their works, these authors reproduce the main result for filiform algebras). In this case we prove
that any quasi filiform algebra provided with a complex structure is 6-dimensional and we describe all
these algebras (in fact, we obtain only one class).

• The problem of existence of affine structure on nilpotent Lie algebras. We approached this
problem in the first part considering the pre-Lie algebras. In fact, a pre-Lie algebra is a Lie-admissible
algebra whose corresponding Lie algebra admits an affine structure. The problem of existence of affine
structures on nilpotent Lie algebras is always open. Contrary to what people expected, the counter-
example of Benoist shows that there is a nilpotent Lie algebras with no affine structure. In Chapter
10 we begin to determinate all the affine structures (complete or not) on the 3-dimensional abelian
Lie algebra and we classify all the affine structure on the 3-torus. This completes the classical work of
Goldmann. After that we study general results on existence problems. We begin by proving that any
non-characteristically (that is, with a non nilpotent derivation) filiform Lie algebra admits an affine
structure. This permits to describe a non complete affine representation on the Heisenberg group. We
construct also current affine Lie algebras, that is, Lie algebras with an affine structure obtained by a
tensor product of a pre-Lie algebra with an algebra associated with the current operad. At the end of
this chapter we are interested in contact Lie algebras with affine structures. This is motivated by the
classical result that states that any symplectic Lie algebra admits a natural affine structure. This is
not the case in the contact situation (cf the counter-example of Benoist). We describe an obstruction
to extend a symplectic affine structure to a contact Lie algebra obtained by a central extension.

• The geometry of symmetric spaces. In a recent paper, Bathurin and Goze generalize the notion
of symmetric spaces and propose a new class of reductive space called Γ-symmetric spaces. The most
interesting examples are the flag manifolds. It is not a symmetric space but we can find in this space
a lot of commuting symmetries which are in correspondance with an abelian group (Γ). Here we are
interested in the riemannian case and the main result is the classification of compact Z2

2-symmetric
spaces.
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Chapter 9

Complex structures on nilpotent Lie
algebras

The study of invariant complex structures on real connected Lie Groups is reduced to the study of linear
operators J on the corresponding Lie algebra which satisfies the Nijenhuis condition and J2 = −Id. When
the Lie algebra is even dimensional, real and reductive, the existence of such structures follows from the work
of Morimoto [1]. On the other hand, there exist solvable and nilpotent Lie algebras which can not be provided
with a complex structure. Some recent works present classifications of nilpotent or solvable Lie algebras with
complex structures in small dimensions (dimension four for the solvable case [2] and six for the nilpotent
case [3]). In this chapter, we are interested, at first, by biinvariant complex structures, that is, complex
structures which commute with the adjoint operators. These structures induce holomorphic structures on
the corresponding connected Lie groups. We establish this classification up to dimension 8. Next, we focus
our attention on the problem of existence of complex structures on real nilpotent Lie algebras. As every six
dimensional nilpotent Lie algebra does not admit complex structure (following the work of Salomon), we are
conducted to determine the classes of nilpotent Lie algebra that are not provided with such a structure. We
prove two results :

- any filiform 2p-dimensional Lie algebras (that is, nilpotent Lie algebras with a maximal nilindex equal
to 2p − 1) does not admit complex structures. This result is proved by considering a decomposition of
2p-dimensional filiform algebras into a sum of two p-dimensional subalgebras.

- a 2p-dimensional quasi-filiform Lie algebra (that is, nilpotent Lie algebra with nilindex equal to 2p− 2)
admits a complex structure if and only if p = 2 or 3 and, if p = 3, this Lie algebra is isomorphic to the
quasi-filiform filiform algebra given by [X0, Xi] = Xi+1, i = 1, 2, 3,

[X1, X2] = X5,
[X1, X5] = X4.

This result is proved using the theory of Generalized complex structures (see the work of Calvancanti and
Gualtieri [20]).

9.1 Complex structures on real Lie algebras

9.1.1 Definition

Let g be a real Lie algebra.

Definition 77 A complex structure on g is an endomorphism J of g such that
(1) J2 = −Id,
(2) [JX, JY ] = [X,Y ] + J [JX, Y ] + J [X, J(Y )] , ∀X,Y ∈ g.
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(The second condition is called the Nijenhuis condition of integrability).

The underlying real vector space V of the Lie algebra g can be provided with a complex vector space
structure by putting

(a+ ib) · v = a · v + b · J(v),

for any v ∈ V and a, b ∈ R. We denote by VJ this complex vector space. We have

dimC VJ =
1
2

dimR V =
1
2

dimR g.

Definition 78 The complex structure J is bi-invariant if it satisfies

(3) [J, adX] = 0 , ∀X ∈ g.

Remark that (3) implies (2).

If J is bi-invariant, then VJ is a complex Lie algebra, denoted gJ , because in this case we have

[(a+ ib)X, (c+ id)Y ] = (a+ ib) (c+ id) [X,Y ] .

9.1.2 Decomposition associated to a complex structure

Let J be a complex structure on the real Lie algebra g. We can extend the endomorphism J in a natural
way on the complexification gC = g⊗RC of g. It induces on gC a direct vectorial sum

gC = giC ⊕ g−iC ,

where
gεiC = {X ∈ gC / J(X) = εiX} , with ε = ±1.

The Nijenhuis condition (2) implies that gεiC is a complex subalgebra of gC. If σ denotes the conjugation
on gC defined by σ (X + iY ) = X − iY , then

g−iC = σ(giC).

Proposition 70 A 2n-dimensional real Lie algebra g is provided with a complex structure if and only if the
complexification gC admits the decomposition

gC = h⊕ σ(h),

where h is a n-dimensional complex subalgebra of gC.

If J is bi-invariant, Condition (3) implies that gεiC is an ideal of gC. In fact, if X ∈ gεiC and Y ∈ g−εiC we
have

J [X,Y ] = [JX, Y ] = εi [X,Y ] = [X, JY ] = −εi [X,Y ] .

Then
[X,Y ] = 0.

Proposition 71 A 2n-dimensional real Lie algebra g has a bi-invariant complex structure if and only if the
complexification gC is a direct sum of ideals I and σ (I), that is,

gC = I ⊕ σ(I).

Of course every n-dimensional complex Lie algebra h comes from a 2n-dimensional real Lie algebra endowed
with a bi-invariant complex structure.
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9.2 Bi-invariant complex structures

9.2.1 Nilpotent case

Let g be a 2n-dimensional real nilpotent Lie algebra with a bi-invariant complex structure. Then gC = I⊕σ(I)
where I is a n-dimensional complex ideal of gC. This describes entirely the structure of the complexifications
gC of the real Lie algebras g provided with bi-invariant complex structure.

Let c(n) be the characteristic sequence of the complex nilpotent algebra n ([4]). It is defined by

c(n) = Max{c(X) | X ∈ n− [n, n]},

where c(X) = (c1(X), · · · , ck(X), 1) is the sequence of similitude invariants of the nilpotent operator adX.
We deduce that

c (gC) = (c1, c1, c2, c2, · · · , 1, 1) .

Since the Jordan normal form of the nilpotent operators adX does not depend of the field of scalars, we have

Proposition 72 If g is a 2n-dimensional real nilpotent Lie algebra which admits a bi-invariant complex
structure, then its characteristic sequence is of type

(c1, c1, c2, c2, · · · , cj , cj , · · · , 1, 1) .

A nilpotent Lie algebra is of maximal class (or filiform in Vergne’s terminology [5],[6]) if the descending
sequence of derived ideals Cig satisfies:{

dim C1g = dim g− 2,
dim Cig = dim g− i− 1, for any i ≥ 2.

Corollary 79 A filiform Lie algebra has no bi-invariant complex structure.

In fact, the characteristic sequence of a filiform Lie algebra is (2n − 1, 1). Thus, by Proposition 72, a
filiform Lie algebra can not admit a bi-invariant complex structure.

Let {Uj} and {Vj} be the basis of the complex ideals I and σ(I). With respect to g, we can write
Ul = Xl − iYl, Vl = Xl + iYl, where {X1, · · · , Xn, Y1, · · · , Yn} is a real basis of g. As [Ul, Vl] = 0, we obtain

[Xl − iYl, Xk + iYk] = [Xl, Xk] + [Yl, Yk] + i ([Xl, Yk]− [Yl, Xk]) = 0

Thus {
[Xl, Xk] = − [Yl, Yk] ,
[Xl, Yk] = [Yl, Xk] , k = 1, · · · , n ; l = 1, · · · , n.

Likewise [Ul, Uk] ∈ I and [Vl, Vk] ∈ σ (I) imply{
[Xl, Xk]− [Yl, Yk] ∈ C {X1, · · · , Xk} ,
[Xl, Yk] + [Yl, Yk] ∈ C {Y1, · · · , Yk} .

If we suppose that I admits a real basis we would get{
[Xl, Xk] =

∑n
j=1C

j
lkXj , [Yl, Yk] = −

∑n
j=1C

j
lkYj ,

[Xl, Yk] =
∑n
j=1D

j
lkYj , [Yl, Xk] =

∑n
j=1D

j
lkYj ,

with Cjlk and Dj
lk in R. Considering g0 = R {X1, · · · , Xn} and g1 = R {Y1, · · · , Yn}, the previous relations

show that g = g0 ⊕ g1 and  [g0, g0] ⊂ g0,
[g1, g1] ⊂ g0,
[g0, g1] ⊂ g1,

which gives a structure of Z2-graded Lie algebra on g.
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9.2.2 On the classification of nilpotent Lie algebras with bi-invariant complex
structures

If g is a 2n-dimensional real nilpotent Lie algebra with a bi-invariant complex structure, gC = I⊕σ(I). Then
the classification of associated complexification gC corresponds to the classification of complex nilpotent Lie
algebra I. By this time, this classification is known only up to dimension 7, and for special classes up to
dimension 8. To obtain a general list of these algebras is therefore a hopeless pretention. From [3] we can
extract the list for the 6-dimensional case. From [4] we can present the classification of complexifications
gC of real nilpotent Lie algebras with bi-invariant complex structure up the dimension 14. Here we present
briefly the classification in the real case up to dimension 8.

Dimension 2 : g1
2 is abelian.

Dimension 4 : g1
4 is abelian.

In fact, gC = I ⊕ σ(I) and I is an abelian ideal.
Dimension 6 : - g1

6 is abelian.

- g2
6 :
{

[X2, X3] = − [Y2, Y3] = X1,
[X2, Y3] = [Y2, X3] = Y1.

Remark.

1. The complexification of g2
6 is isomorphic to h3⊕h3 where h3 is the 3-dimensional Heisenberg Lie algebra.

2. The real nilpotent Lie algebra h3 ⊕ h3 has no bi-invariant complex structure.

In fact, if {X1, X2, X3, X4, X5, X6} is a basis of h3 ⊕ h3 with brackets

[X1, X2] = X3, [X4, X5] = X6,

then every isomorphism J which commutes with adX for every X satisfies J (X3) = αX3 and J (X6) =
βX6. Then J2 = −Id implies α2 = β2 = −1 and α, β ∈ R which is impossible.

3. The Lie algebra g2
6 is 2-step nilpotent and it is a Lie algebra of type H (see [7]).

Dimension 8 : - g1
8 is abelian.

- g2
8 = g2

6 ⊕ g1
2,

- g3
8 :


[X2, X4] = X1, [Y2, Y4] = −X1,
[X2, Y4] = +Y1, [Y2, X4] = +Y1,
[X3, X4] = X2, [Y3, Y4] = −X2,
[X3, Y4] = Y2, [Y3, X4] = Y2,

- g4
8 :


[X2, X3] = X1, [Y2, Y3] = −X1,
[X2, Y3] = Y1, [Y2, X3] = Y1,
[X2, X4] = Y1, [Y2, Y4] = −Y1,
[X2, Y4] = −X1, [Y2, X4] = −X1.

9.2.3 On the classification of solvable Lie algebras with bi-invariant complex
structures

As known, there is, up to an isomorphism, only one 2-dimensional non nilpotent solvable Lie algebra, denoted
by r2

2 and defined by [X1, X2] = X1. This Lie algebra admit no bi-invariant complex structure. Thus, a non
abelian solvable Lie algebra admitting such a structure is at least four dimensional.

Theorem 80 Any 4-dimensional real solvable Lie algebras which admits a bi-invariant complex structure is
isomorphic to one of the following algebras:

- r1
4 = g1

4 the abelian Lie algebra,
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- r2
4 =


[X1, X3] = X3,
[X1, X4] = X4,
[X2, X3] = −X4,
[X2, X4] = X3.

In the last case, any bi-invariant complex structure satisfy
J(X1) = aX1 + bX2,
J(X2) = −bX1 + aX2,
J(X3) = aX3 + bX4,
J(X4) = −bX3 + aX4.

Its complexification r2
4C is isomorphic to r2

2× r2
2. Remark that the real Lie algebra r2

2× r2
2 which has the same

complexification as r2
4 is not provided with a bi-invariant complex structure.

9.3 Non Existence of complex structures over filiform algebras

Let n be a n-dimensional filiform Lie algebra. Then there exists a basis {X1, X2, · · · , Xn} which is adapted
to the flag

g ⊃ C1g ⊃ C2g ⊃ · · · ⊃ Cn−1g = {0} ;

with dim C1g = n− 2 , dim Cig
Ci−1g =1, i ≥ 1, and satisfies:{

[X1, Xi] = Xi+1, i = 2, · · · , n− 1,
[Xi, Xj ] =

∑
k≥i+jC

k
ijXk.

The change of basis Y1 = X1, Yi = tXi for i ≥ 2 and t 6= 0 shows that this Lie algebra is isomorphic to the
following: {

[X1, Xi] = Xi+1, i = 2, · · · , n− 1
[Xi, Xj ] = t

∑
CkijXk

The simplest example of filiform algebra is given by the n-dimensional Lie algebra, denoted Ln and defined
by the brackets:

[X1, Xi] = Xi+1, i = 2, · · · , n− 1,

where the non-defined brackets are zero or obtained by antisymmetry.

9.3.1 Complex structures and filiform Lie algebras

Proposition 73 The real nilpotent filiform Lie algebra L2n admits no complex structure.

Proof . Let T be a linear isomorphism of the real vector space L2n satisfying the Nijenhuis condition:

[T (X), T (Y )] = [X,Y ] + T [X,T (Y )] + T [T (X), Y ] ,

where [ , ] is the bracket of L2n. Consider the basis {X1, · · · , X2n} of L2n satisfying{
[X1, Xi] = Xi+1, i = 2, · · · , 2n− 1,
[Xi, Xj ] = 0, i, j 6= 1.

We have

[T (X2n−1), T (X2n)] = [X2n−1, X2n] + T [X2n−1, T (X2n)] + T [T (X2n−1), X2n]
= T [X2n−1, T (X2n)] .
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Since
[X2n−1, X1] = −X2n,

we obtain
[T (X2n−1), T (X2n)] = T [X2n−1, T (X2n)] = −aT (X2n),

where
T (X2n) = aX1 +

∑
i≥2

aiXi.

The nilpotency of L2n implies that the constant a which appears as an eigenvalue of ad(T (X2n−1)) is zero.
Then

[T (X2n−1), T (X2n)] = 0.

This implies that
[T (Xi), T (X2n)] = T [Xi, T (X2n)] = 0,

for i = 2, · · · , 2n. If T (X2n) /∈ Z(L2n) = R{X2n}, then T (Xi) =
∑
j≥2 aijXj for j = 2, · · · , 2n. Since T is

non singular we have
T (X1) = a11X1 +

∑
i≥2

ai1Xi,

with a11 6= 0. The condition T 2 = −Id implies a2
11 = −1. Since a11 ∈ R, this gives a contradiction. Thus

T (X2n) ∈ Z(L2n) = R{X2n} and it follows that T (X2n) = αX2n. As above, we obtain α2 = −1 which is
impossible. So the proposition is proved.

Now we prove that any deformation of the model filiform L2n can not be provided with an invariant
complexe structure too.

Theorem 81 There is no complex structure over a real filiform Lie algebra.

Proof. Let g be a 2n-dimensional real filiform Lie algebra and let gC be its complexification. If there a
complex structure J on g, then gC admits the following decomposition

gC = g1 ⊕ σ(g1),

where g1 is a n-dimensional subalgebra of gC and σ the conjugated automorphism. Since the Lie algebra gC
is filiform, there is an adapted basis {X1, .., X2n} satisfying

[X1, Xi] = Xi+1, 2 ≤ i ≤ 2n− 1,
[X2, X3] =

∑
k≥5 C

k
23Xk,

Ci(g) = R{Xi+2, · · · , Xn}.

In particular we have

dim
gC

C1(gC)
= 2, dim

Ci(gC)
Ci+1(gC)

= 1 for i ≥ 1

The ordered sequence of the dimension of Jordan blocks of the nilpotent operator adX1 is (n − 1, 1). Such
a vector X1 is called characteristic vector.

Lemma 13 Every characteristic vector can be written Y = αX1 +U where U is in the complex vector space
generated by {X2, · · · , X2n} and α 6= 0.

It follows that the set of characteristic vectors of gC is the open set gC − C{X2, .., X2n}.

Lemma 14 Either g1 or σ(g1) contains a characteristic vector of gC.
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Observe that otherwise we would have g1 ⊂ C{X2, .., X2n} and σ(g1) ⊂ C{X2, .., X2n}, which contradicts
the previous decomposition. Thus g1 or σ(g1) is a n−dimensional complex filiform Lie algebra. But if
Y ∈ g1 is a characteristic vector of g1, then σ(Y ) is a characteristic vector of σ(g1) with the same charac-
teristic sequence. Then every 2n-dimensional filiform Lie algebra appears as a direct vectorial sum of two
n-dimensional filiform Lie algebras. We shall prove that it is impossible. More precisely we have

Proposition 74 For n ≥ 3, a 2n−dimensional complex filiform Lie algebra is never a vectorial direct sum
of two n−dimensional filiform subalgebras.

Proof. Let gC be a filiform Lie algebra of dimension 2n such that gC = g1 ⊕ g2. From the previous lemma,
one of them for example g1, contains a characteristic vector. Let X1 be this vector an {X1, X2, .., X2n} the
corresponding basis. This implies that g1 ∩ C{X2, .., X2n} = g1 ∩ C{Xn+1, .., X2n}. But g2 cannot contain
characteristic vector of g, if not g2 ∩C{X2, .., X2n} = g2 ∩C{Xn+1, .., X2n} and this is a contradiction with
gC = g1 ⊕ g2. Then g2 ⊂ C{X2, .., X2n}. But using the expression of the brackets in the adapted basis, this
is impossible as soon as n > 2.

The four dimensional case can be treated directly. Up to isomorphism, there is only one 4 dimensional
filiform Lie algebra, L4 which has no complex structures. Note that, with respect to the adapted basis, this
algebra admits the decomposition L4 = gC = g1 ⊕ g2,where g1 and g2 are the abelian subalgebras generated
respectively by {X1, X4} and {X2, X3}.

9.3.2 Consequence.

Let J be a complex structure on a Lie algebra g whose multiplication is denoted by µ. We consider the
Chevalley cohomology of g. The coboundary operator is denoted by δµ.

Proposition 75 We have
δµJ = µJ

where µJ is the Lie algebra multiplication, isomorphic to µ, defined by

µJ(X,Y ) = J−1(µ(J(X), J(Y )).

In fact, the Nijenhuis condition is written:

µ(JX, JY ) = µ(X,Y ) + Jµ(JX, Y ) + Jµ(X, J(Y )).

Then
J−1µ(JX, JY ) = J−1µ(X,Y ) + µ(JX, Y ) + µ(X, J(Y )),

that is, since J2 = −Id

J−1µ(JX, JY ) = −Jµ(X,Y ) + µ(JX, Y ) + µ(X, J(Y ))
= δµJ(X,Y ).

Corollary 82 If g is a filiform Lie algebra, then there is no 2-coboundaries for the Chevalley cohomology
such that

δµ(J) = µJ

where J2 = −Id.
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9.4 Complex Structures on quasi-filiform Lie algebras

In the previous section we have proved that there is no filiform algebras provided with a complex structure.
In this chapter we consider other class of nilpotent Lie algebras, called quasi filiform, characterized by the
characteristic sequence (often called the Goze invariant), which is equal to (n− 2, 1, 1). Its nilindex is equal
to n− 2 (for filiform algebras it is equal to n− 1). We show that quasi filiform with complex structure have
dimension greater than or equal to 6.

9.4.1 Generalized complex structures on Lie algebras

Generalized complex structures can be defined in the general context of smooth manifolds, nevertheless,
throughout this paper we study generalized complex structures on real Lie groups. We recall the definition
in this context, which is purely algebraic.

Let g be a real 2n-dimensional Lie algebra and g∗ its dual space which can be identified with the space of
left-invariant differential 1-forms on a connected Lie group with Lie algebra g. We consider the coboundary
operator d map g∗ onto Λ2(g∗) and defined by dα(X,Y ) = −α[X,Y ] where α ∈ g∗ and [, ] is the Lie bracket
of g. We define a bracket on g⊕ g∗ called the Courant bracket which is generally written:

[X + ξ, Y + η]c = [X,Y ] + LXη − LY ξ −
1
2
d(IXη − IY ξ),

where X,Y ∈ g, ξ, η ∈ g∗ and IXη represents the inner product of X on η and LXη denotes the Lie derivative
of η by X. As IXη − IY ξ is a constant, then d(IXη − IY ξ) = 0.

This operation is skew-symmetric and satisfies Jacobi identity (remark that, in the context of smooth
manifolds, this bracket is defined in the sum of tangent and cotangent bundles and does not satisfy Jacobi
identity). Thereby g ⊕ g∗ endowed with the Courant bracket is a 4n-dimensional real Lie algebra. It is
moreover a quadratic Lie algebra. Indeed, the space g ⊕ g∗ admits a natural non-degenerate inner product
of signature (2n, 2n) defined by:

〈X + ξ, Y + η〉 =
1
2

(ξ(Y ) + η(X)).

Definition 83 Let g be a real Lie algebra of dimension 2n. A generalized complex structure on g is a linear
endomorphism J of g⊕ g∗ such that:

1. J 2 = −Id,

2. J is orthogonal with respect to the scalar product 〈 , 〉, that is,

〈J (X + ξ),J (Y + η)〉 = 〈X + ξ, Y + η〉 ∀X,Y ∈ g,∀ξ, η ∈ g∗,

3. The +i-eigenspace L of J is required to be involutive with respect to the Courant bracket, that is,
[L,L]c ⊂ L.

The subalgebra L of g⊕ g∗ is an isotropic space, which means that

〈X + ξ, Y + η〉 = 0,

for all X + ξ, Y + η ∈ L. Since its dimension is 2n, L is maximal isotropic. We consider the projection of L
on g and denote by k the codimension of this projection. It is clear that

0 ≤ k ≤ n.

Definition 84 The type of a generalized complex structure is the codimension of the projection of L on g.
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Example. Let g be a real Lie algebra of dimension 2n provided with a complex structure J : g→ g satisfying
J2 = −Id and the Nijenhuis condition N(J)(X,Y ) = 0 for all X,Y ∈ g. We define a generalized complex
structure associated to J

JJ : g⊕ g∗ → g⊕ g∗

by setting
JJ(X + ξ) = −J(X) + J∗(ξ), ∀X ∈ g, ∀ξ ∈ g∗.

Conditions 1 and 2 of Definition 83 are easy to check. It remains to prove Condition 3. We denote by T+

(resp. T−) the eigenspace of J associated to the eigenvalue +i (resp. −i) so the +i-eigenspace of JJ is given
by:

L = T− ⊕ (T+)∗.

Remark that the involutivity of L with respect to the Courant bracket means that T− is a subalgebra of g.
Therefore JJ is a generalized complex structure of type n.
Example. Let g be a 2n-dimensional real Lie algebra endowed with a symplectic structure ω, that is, ω is
a skew-symmetric 2-form satisfying{

ωn = ω ∧ ω · · · ∧ ω 6= 0,
dω(X,Y, Z) = ω([X,Y ], Z) + ω([Y, Z], X) + ω([Z,X], Y ) = 0. (9.1)

This form can be identified to an isomorphism, also named ω:

ω : g −→ g∗

and given by ω(X) = IXω. Thereby, we define the generalized complex structure

Jω : g⊕ g∗ → g⊕ g∗

by putting
Jω(X + ξ) = ω(X) + ω−1(ξ), ∀X ∈ g, ∀ξ ∈ g∗.

This generalized complex structure is of type 0 since its +i-eigenspace is

L = {X − i IXω , X ∈ g⊗ C}.

In the two previous examples, complex and symplectic geometry appear as extremal cases of generalized
complex structures. According to [20], any generalized complex structure of type k can be written as a direct
sum of a complex structure of dimension k and a symplectic structure of dimension 2n − 2k. We deduce
that every generalized complex structure of the type 0 arises from a complex structure and every generalized
complex structure of the type n is given by a symplectic form.

9.4.2 Spinorial approach

Let T be the tensor algebra of g⊕g∗ and I the ideal generated by {X+ξ⊗X+ξ−〈X+ξ,X+ξ〉 ·1 , X+ξ ∈
g⊕ g∗}. The factor algebra C = T/I is called the Clifford algebra of g⊕ g∗ associated to the scalar product
〈 , 〉. As C is a simple associative algebra, all its simple representations are equivalent ([22]). A representation
φ : C → EndR(S) of the Clifford algebra on the vector space S is called a spin representation if it is simple.
In this case, S is the space of spinors.
Henceforth, we will consider S = ∧g∗ with the spin representation given by the Clifford action:

◦ : g⊕ g∗ × ∧g∗ → ∧g∗

(X + ξ, ρ) 7→ (X + ξ) ◦ ρ = iXρ+ ξ ∧ ρ.

If ρ ∈ ∧g∗ a nonzero spinor, we define its null space Lρ ⊂ g⊕ g∗ as follows:

Lρ = {X + ξ ∈ g⊕ g∗ : (X + ξ) ◦ ρ = 0}.



138 CHAPTER 9. COMPLEX STRUCTURES ON NILPOTENT LIE ALGEBRAS

It is clear that Lρ is an isotropic space. We say that ρ is a pure spinor when Lρ is maximal isotropic.
Conversely, if L is a maximal isotropic space, we can consider the set UL of pure spinors ρ such that L = Lρ.
If L is the +i-eigenspace of a generalized complex structure, it is proved that the set of pure spinors UL is a
line generated by:

ρ = Ω eB+iω

with B,ω real 2-forms and Ω = θ1 ∧ · · · ∧ θk, where θ1, . . . , θk are complex forms. Moreover, we deduce from
(Proposition III.2.3) that L ∩ L = {0} if and only if:

ω2n−2k ∧ Ω ∧ Ω 6= 0, (9.2)

where L is the +i-eigenspace of the generalized complex structure. It is also proved that the involutivity
condition among L is equivalent to the following integrability condition:

∃X + ξ ∈ g⊕ g∗ / dρ = (X + ξ) ◦ ρ. (9.3)

9.4.3 Application to nilpotent Lie algebras

Let us consider a real nilpotent Lie algebra g of even dimension. The central descending serie is defined by:{
g0 = g,
gi =

[
gi−1, g

]
.

We denote by m the nilpotency index of g. In g∗, we consider now the increasing series of subspaces Vi
where Vi is the annihilator of gi, that is to say:{

V0 = {0} ,
Vi =

{
ϕ ∈ g∗ such that ∀X ∈ gi, ϕ(X) = 0

}
.

It is clear that Vm = g∗. Those subspaces can also be expressed as

Vi = {ϕ ∈ g∗ such that ∀X ∈ g, IXdϕ ∈ Vi−1} .

Definition 85 Let α be p-form of g. The nilpotent degree of α, denoted by nil(α), is the smallest integer i
such that α ∈ ∧pVi.

Suppose that g admits a generalized complex structure of type k. We shall do a special choice of the forms
{θ1, . . . , θk}, at first we order these forms according to their nilpotent degree and we choose them in such
a way that {θj : nil(θj) > i} are linearly independent modulo Vi, then the decomposition Ω = θ1 ∧ · · · ∧ θk
satisfies

a) nil(θi) ≤ nil(θj) for i < j,

b) for each i, the forms {θj : nil(θj) > i} are linearly independent modulo Vi.

Such a decomposition will be called appropriate.

Theorem 86 If g is a nilpotent Lie algebra provided with a generalized complex structure, the corresponding
pure spinor must be a closed differential form.

Corollary 87 If we choose an appropriate decomposition of Ω, then

a) dθi ∈ I({θj : nil(θj) < nil(θi)}). In particular

dθi ∈ I(θ1 . . . θi−1).
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b) If dim
(
Vj+1
Vj

)
= 1 then, either there exists θi with nilpotent degree j, or no θi has nilpotent degree j+ 1.

Remark. Suppose there exists a j > 0 such that:

dim
(
Vi+1

Vi

)
= 1, ∀i ≥ j;

It is a consequence of the previous corollary that if none θi has nilpotent degree s ≥ j then there can be
none with nilpotent degree upper than s. Using this fact, we can find an upper bound for all the nilpotent
degrees. From Corollary 87, we deduce that nil(θ1) = 1. If j > 1, we can see that nil(θ2) ≤ j. Otherwise it
would not exist any θi of nilpotent degree j and neither of upper degree. This leads to a contradiction with
nil(θ2) > j. Likewise, we prove by induction that nil(θi) ≤ j + i− 2. For j = 1, we see in the same way that
nil(θi) ≤ i.

Theorem 88 Let g be a real nilpotent Lie algebra of dimension 2n endowed with a generalized complex
structure of type k > 1. If there exists j > 0 such that:

dim
(
Vi+1

Vi

)
= 1, ∀i ≥ j,

then k is bounded above by:

k ≤
{

2n− nil(g) + j − 2 if j > 1,
2n− nil(g) if j = 1.

Proof. Suppose j > 1. According to the above remark, nil(θk) ≤ j + k− 2 and thus all the θ1, . . . , θk belong
to Vj+k−2. Since Ω ∧ Ω 6= 0 , we have

dimVj+k−2 ≥ 2k.

On the other hand, dim Vj+k−2 = 2n−dim
(

g∗

Vj+k−2

)
and

g∗

Vj+k−2
'

Vnil(g)

Vnil(g)−1
⊕ · · · ⊕ Vj+k−1

Vj+k−2
,

so the dimension of Vj+k−2 is equal to 2n−nil(g) + j+ k− 2. By replacing in the above inequality we finally
obtain:

k ≤ 2n− nil(g) + j − 2.

For j = 1, we deduce the required result by using similar arguments and considering that nil(θk) ≤ k.
Application to filiform Lie algebras. The main result stated in [61] for filiform Lie algebras is a
consequence of the previous theorem. In fact, by taking m = 2n − 1 and j = 1 we obtain that k < 2.
Thereby, there is no generalized complex structure of type n excepted for n = 1 but in this case the algebra
is abelian. In the next section, we are going to study the quasi-filiform case for which m = 2n− 2.

9.4.4 Classification of naturally graded quasi-filiform Lie algebras

Let g be nilpotent Lie algebra with nilindex m. This algebra is naturally filtered by the descending sequence
of derived ideals:

g0 = g ⊃ g1 ⊃ g2 ⊃ · · · ⊃ gk ⊃ · · · ⊃ gm = {0} .

We can associate a graded Lie algebra to g which is usually denoted by gr(g), and defined by:

gr(g) =
m∑
i=1

gi−1

gi
=

m∑
i=1

Wi,
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with the brackets:
[X + gi, Y + gj ] = [X,Y ] + gi+j , ∀X ∈ gi−1, ∀Y ∈ gj−1.

By definition, a Lie algebra is naturally graded if g and gr(g) are isomorphic Lie algebras. We say that the
algebra g has the form {p1, . . . , pm} when dimWi = pi. Clearly, the graded Lie algebra gr(g) has the same
form as g.
Note that a nilpotent Lie algebra is filiform if and only if it has the form {2, 1, 1, . . . , 1}. Therefore, the
graded algebra of a filiform Lie algebra is also filiform.

Definition 89 Let g be a nilpotent Lie algebra , g is said quasi-filiform if its nilindex m is equal to dim
g− 2.

If g is quasi-filiform, there are two possibilities:

1. either g has the form t1 = {p1 = 3, p2 = 1, p3 = 1, . . . , pm = 1}.

2. or g has the form tr = {p1 = 2, p2 = 1, . . . , pr−1 = 1, pr = 2, pr+1 = 1, . . . , pm = 1} where
r ∈ {2, . . . ,m}.

Proposition 76 Let g be a quasi-filiform naturally graded Lie algebra of dimension 2n. If g has the form
tr with r ∈ {1, . . . , 2n− 2} then there exists a homogeneous basis {X0, X1, X2, . . . , X2n−1} of g in which X0

and X1 belong to W1, Xi ∈ Wi for i ∈ {2, . . . , 2n − 2} and X2n−1 ∈ Wr. Furthermore, g is given in this
basis by one of the algebras below.

1. If g has the form t1
L2n−1 ⊕ R (n ≥ 2)

{[X0, Xi] = Xi+1, 1 ≤ i ≤ 2n− 3.

2. If g has the form tr with r ∈ {2, . . . , 2n− 2}

(a) L2n,r; n ≥ 3, r odd, 3 ≤ r ≤ 2n− 3{
[X0, Xi] = Xi+1, i = 1, . . . , 2n− 3,
[Xi, Xr−i] = (−1)i−1X2n−1, i = 1, . . . , r−1

2 .

(b) T2n,2n−3; n ≥ 3
[X0, Xi] = Xi+1, i = 1, . . . , 2n− 4,
[X0, X2n−1] = X2n−2,
[Xi, X2n−3−i] = (−1)i−1X2n−1, i = 1, . . . , n− 2,
[Xi, X2n−2−i] = (−1)i−1(n− 1− i)X2n−2, i = 1, . . . , n− 2.

(c) n10
6  [X0, Xi] = Xi+1, i = 1, 2, 3,

[X1, X2] = X5,
[X1, X5] = X4,

The non written brackets are zero, excepted those that follow from antisymmetry.

In order to obtain this classification, we have to revised the complex one ([37]). For example, if g is
a quasi-filiform Lie algebra of dimension 6 with the form t3, then there exists a basis {X0, X1, . . . , X5}
satisfying 

[X0, Xi] = Xi+1, i = 1, 2, 3,
[X1, X3] = bX4,
[X1, X2] = bX3 −X5,
[X5, X1] = aX4.
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When a = b = 0, g and L6,3 are isomorphic algebras. In other way, by making the change of basis

Y0 = αX0, Y1 = βX1 +X0, Y2 = αβX2, Y3 = α2βX3, Y4 = α3βX4, Y5 = −αβ2X5,

with β =

 −
1

b−
√
|a|

if b 6=
√
|a|,

− 1

2
√
|a|

if b =
√
|a|,

and α = bβ + 1, we obtain the brackets


[Y0, Yi] = Yi+1, i = 1, 2, 3,
[Y1, Y3] = Y4,
[Y1, Y2] = Y3 + Y5,
[Y5, Y1] = δY4, δ = ±1.

With another change of basis, we can see that g is isomorphic to the algebras T6,3 for δ = 1 and n10
6 for

δ = −1. We remark that, those algebras T6,3 and n10
6 are isomorphic as complex algebras. Beyond dimension

6, the way of construction in the complex case gives the real classification.

Corollary 90 Let g be a quasi-filiform Lie algebra of dimension 2n. Then there exists a basis {X0, X1, X2, . . . , X2n−1}
of g such that:

1. If gr(g) ' L2n−1 ⊕ R (n ≥ 2),
[X0, Xi] = Xi+1, 1 ≤ i ≤ 2n− 3,

[Xi, Xj ] =
2n−2∑

k=i+j+1

Cki,jXk, 1 ≤ i < j ≤ 2n− 3− i,

[Xi, X2n−1] =
2n−2∑
k=i+2

Cki,2n−1Xk, 1 ≤ i ≤ 2n− 4.

2. If gr(g) ' L2n,r n ≥ 3, r : odd, 3 ≤ r ≤ 2n− 3,

[X0, Xi] = Xi+1, i = 1, . . . , 2n− 3,

[X0, X2n−1] =
2n−2∑
k=r+2

Ck0,2n−1Xk,

[Xi, Xj ] =
2n−1∑

k=i+j+1

Cki,jXk, 1 ≤ i < j ≤ r − i− 1,

[Xi, Xj ] =
2n−2∑

k=i+j+1

Cki,jXk, 1 ≤ i < j ≤ 2n− 3− i, r < i+ j,

[Xi, X2n−1] =
2n−2∑

k=r+i+1

Cki,2n−1Xk, 1 ≤ i ≤ 2n− 3− r,

[X1, Xr−1] = X2n−1,

[Xi, Xr−i] = (−1)(i−1)X2n−1 +
2n−2∑
k=r+1

Cki,r−iXk, 2 ≤ i ≤ r−1
2 .

3. If gr(g) ' T2n,2n−3 n ≥ 3,

[X0, Xi] = Xi+1, i = 1, . . . , 2n− 4,
[X0, X2n−1] = X2n−2,

[Xi, Xj ] =
2n−1∑

k=i+j+1

Cki,jXk, 1 ≤ i < j ≤ 2n− 4− i,

[X1, X2n−4] = X2n−1,
[Xi, X2n−3−i] = (−1)(i−1)X2n−1 + C2n−2

i,2n−3−iX2n−2, 2 ≤ i ≤ n− 2.

4. If gr(g) ' n10
6 then g ' n10

6 ,  [X0, Xi] = Xi+1, i = 1, 2, 3,
[X1, X2] = X5,
[X1, X5] = X4.

Such a basis {X0, X1, X2, . . . , X2n−1} is called an adapted basis of g.
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9.4.5 Complex structures on quasi-filiform Lie algebras

The aim of this section is to find the quasi-filiform Lie algebras endowed with a complex structure or
equivalently a generalized complex structure of type k = n. If g has the form t1, Theorem 88 says that
k = n = 2 so the algebra g is isomorphic to L3 ⊕ R. We can check that this algebra admits a complex
structure associated to the pure spinor

Ω = (ω0 + iω1) ∧ (ω2 + iω3),

where {ω0, ω1, ω2, ω3} denotes the dual basis corresponding to the homogeneous basis {X0, X1, X2, X3} of
Proposition 76. Assume that g is a quasi-filiform Lie algebra the form tr with r ≥ 3. According to Theorem
88, n = k ≤ r.

Lemma 15 Let g be a quasi-filiform Lie algebra of the form tr with r ≥ 3. If g admits a generalized complex
structure of the type k, then we can choose the complex forms θ1, . . . , θk corresponding to the generalized
complex structure, satisfying either:

nil(θ1) = 1, nil(θ2) = r, nil(θ3) = r + 1, . . . ,nil(θk) = r + k − 2

or
nil(θ1) = 1, nil(θ2) = r, nil(θ3) = r . . . ,nil(θk) = r + k − 3

and in this case, k < r.

Proof. Let us consider an appropriate decomposition {θ1 . . . θk}. From Corollary 87, we deduce that nil(θ1) =
1 and nil(θ2) ∈ {1, 2, r}. As dimV1 = 2 and dimV2 = 3, Condition (9.2) implies nil(θ2) = r. According to
Corollary 87:

nil(θi−1) ≤ nil(θi) ≤ r + i− 2 i = 3, . . . , k.

Indeed, there are two possible values for nil(θ3):

1. nil(θ3) = r + 1
If we suppose that nil(θ4) = nil(θ3) = r + 1, the forms θ4 and θ3 belong to Vr+1 and as they are
linearly independent modulo Vr, this leads to dim

(
Vr+1
Vr

)
≥ 2 in contradiction with dim

(
Vr+1
Vr

)
= 1.

We deduce that nil(θ4) = r + 2 and by the same way we obtain:

nil(θi) = r + i− 2, for i = 3, . . . , k.

2. nil(θ3) = r
By using similar arguments, we can prove that nil(θi) = r + i − 3 for i = 3, . . . , k. In this case, we
remark that, when k = r, the nilindex of θr is equal to 2r − 3 and then dimV2r−3 ≥ 2r. This is
impossible because dimV2r−3 = 2r − 1. Indeed k < r.

Example 91 Let us consider a quasi-filiform Lie algebra g of dimension 6 defined in the basis {X0, X1, . . . , X5}
by:  [X0, Xi] = Xi+1, i = 1, 2, 3,

[X1, X2] = X5,
[X1, X5] = δX4, δ ∈ {0, 1,−1}.

Let us suppose that g admits a complex structure which determines a generalized complex structure of the
type k = 3 and with the spinor:

Ω = θ1 ∧ θ2 ∧ θ3,

where θ1, θ2 and θ3 are complex forms. Note that this algebra has the form t3 and according to the previous
lemma the corresponding nilindices are given by:

nil(θ1) = 1, nil(θ2) = 3, nil(θ3) = 4.
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The complex forms θ1, θ2 and θ3 can be written as:

θ1 = λ0ω0 + λ1ω1,
θ2 = β0ω0 + β1ω1 + β2ω2 + β3ω3 + β5ω5,
θ3 = γ0ω0 + γ1ω1 + γ2ω2 + γ3ω3 + γ4ω4 + γ5ω5,

where ω1, · · · , ω5 is the dual basis of X0, · · · , X6, λi, βi, γi ∈ C, γ4 is non-zero and β3, β5 can not be si-
multaneously zero. Moreover, the condition θ1 ∧ θ1 6= 0 means that the imaginary part of λ0λ1 is non-zero.
Corollary 87 leads to: {

θ1 ∧ dθ2 = 0,
θ1 ∧ θ2 ∧ dθ3 = 0,

that is, 
β5λ0 − β3λ1 = 0,
−γ3β3λ1 + γ4β2λ1 + γ5β3λ0 = 0,
γ4(β5λ1 + δβ3λ0) = 0,
−γ3β5λ1 − δγ4β2λ0 + γ5β5λ0 = 0.

From the first and third equations, we deduce:

λ2
1 + δλ2

0 = 0.

For δ = 0, this is in contradiction with θ1 ∧ θ1 6= 0. If δ = −1, we deduce that λ1 = ±λ0 and since the
spinor is uniquely defined up to a multiplicative constant, we can take θ1 = ω0 ± ω1 in contradiction with
θ1 ∧ θ1 6= 0. Finally, when δ = 1, the spinor Ω = (ω0 + iω1) ∧ (ω3 + iω5) ∧ (ω2 + iω4) is associated to a
complex structure of g. We conclude that the Lie algebra g admits a complex structure if and only if δ = 1.

Theorem 92 Let g be a real quasi-filiform Lie algebra endowed with a complex structure. Then g is iso-
morphic either to the four-dimensional algebra L3 ⊕ R or to the algebra n10

6 of dimension 6.

Proof. Let g be a 2n-dimensional real quasi-filiform Lie algebra of the form tr with r ∈ {1, 3, . . . , 2n − 3}.
Let us suppose that g admits a complex structure which determines a generalized complex structure of the
type k = n.
For r = 1, g is isomorphic to L3 ⊕ R and this algebra admits a complex structure. Henceforth, we assume
r ∈ {3, . . . , 2n− 3}. Applying Theorem 88 and the inequality

nil(θk) = nil(θn) ≤ nil(g)

in each of the possibilities of Lemma 15, we deduce:

1. If nil(θ3) = r + 1 then nil(θk) = r + k − 2 and:

n = k ≤ r ≤ n ⇒ r = n.

2. If nil(θ3) = r then nil(θk) = r + k − 3 and in this case, k < r so

n = k < r ≤ n+ 1 ⇒ r = n+ 1.

Moreover, since the graduate algebra gr(g) must be isomorphic to one of the algebras of Proposition 76
we obtain the following possibilities:

1. gr(g) ∼ L2n,r; n ≥ 3, r odd, 3 ≤ r ≤ 2n− 3.

(a) If nil(θ3) = r + 1 then gr(g) ∼ L2n,n with n ≥ 3 odd.
For n = 3, g is the algebra of Example 91 with δ = 0 and it does not admit a complex structure.
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Suppose n > 3. If {X0, X1, . . . , X2n−1} is an adapted basis of g and {ω0, ω1, . . . , ω2n−1} is its
dual basis, then  θ1 = λ0

1ω0 + λ1
1ω1,

θ2 =
n∑
k=0

λk2ωk + λ2n−1
2 ω2n−1.

Since θ1∧dθ2 = 0, grouping together ω0∧ω1∧ωn−1, ω0∧ω2∧ωn−2 and ω0∧ω3∧ωn−3 in θ1∧dθ2,
it results:

λn2 = λ2n−1
2 = 0.

This is impossible since nil(θ2) = n. Hence, there are no complex structure, excepted for n = 3.
Suppose nil(θ3) = r then gr(g) ∼ L2n,n+1 with n ≥ 4 even. We can write θ1 and θ2 as:

θ1 = λ0
1ω0 + λ1

1ω1,

θ2 =
n+1∑
k=0

λk2ωk + λ2n−1
2 ω2n−1.

where {ω0, ω1, . . . , ω2n−1} is the dual basis of an adapted basis of g. In the equation θ1 ∧ dθ2 = 0,
the coefficients of ω0 ∧ ω1 ∧ ωn and ω0 ∧ ω2 ∧ ωn−1 give:{

λ0
1λ

2n−1
2 − λ1

1λ
n+1
2 = 0,

λ1
1λ

2n−1
2 = 0.

Since θ1 ∧ θ1 6= 0, we deduce that λn+1
2 = λ2n−1

2 = 0 contradicting nil(θ2) = n+ 1.

2. gr(g) ∼ T2n,2n−3; n ≥ 3

(a) If nil(θ3) = r + 1 then gr(g) ∼ T6,3. In this case g is isomorphic to the algebra of Example 91
with δ = −1 which do not admit any complex structure.

(b) When nil(θ3) = r, gr(g) ∼ T8,5 and there is an adapted basis {X0, X1, . . . , X7} of g satisfying:

[X0, Xi] = Xi+1, i = 1, . . . , 4,
[X0, X7] = X6,

[X1, Xi] =
∑7
k=i+2 C

k
1,iXk, i = 2, 3,

[X1, X4] = X7,
[X1, X5] = 2X6,
[X2, X4] = −X6,

In the dual basis {ω0, ω1, . . . , ω7}, we can write θ1, θ2 and θ3 as:
θ1 = λ0

1ω0 + λ1
1ω1,

θ2 =
5∑
k=0

λk2ωk + λ7
2ω7,

θ3 =
∑5
k=0 λ

k
3ωk + λ7

3ω7.

According to Corollary 87, θ1 ∧ dθ2 = 0 and θ1 ∧ dθ3 = 0. Thus:{
λ0

1λ
7
2 − λ1

1λ
5
2 = 0,

λ0
1λ

7
3 − λ1

1λ
5
3 = 0.

Assuming that λ1
1 = λ7

2 = λ7
3 = 1, we deduce λ0

1 = λ5
2 = λ5

3, in contradiction with the choice of θ2

et θ3 since they are linearly independent modulo V4.

3. gr(g) ∼ n10
6 . g is isomorphic to the algebra n10

6 , which is the algebra of Example 91 with δ = 1
admitting a complex structure.

Corollary 93 Let g be a 2n-dimensional real Lie algebra with n ≥ 4. If g is provided with a complex
structure then its characteristic sequence s(g) satisfies s(g) ≤ (2n− 2, 1, 1).
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9.5 Lie Algebra n10
6

The mentioned paper [110] listed the 6-dimensional nilpotent Lie algebras endowed with a complex structure,
we verify that n10

6 is the only quasi-filiform Lie algebra in this classification. Our aim is now to write precisely
all the complex structures on this algebra.

We say that two complex structures J1 and J2 on a real Lie algebra g are equivalent if there exists an
automorphism σ ∈ Aut(g) such that σ J1 = J2σ.

Proposition 77 The algebra n10
6 has only two non-equivalent complex structures.

This result has been proved by Magnin [82]. If we consider the commutation relations of the basis
{X0, X1, . . . , X5}:  [X0, Xi] = Xi+1, i = 1, 2, 3,

[X1, X2] = X5,
[X1, X5] = X4,

the non-equivalent complex structures can be expressed by the matrix

J(ζ) ∼


0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 ζ 0
0 0 0 0 0 −1
0 0 ζ 0 0 0
0 0 0 1 0 0

 (9.4)

where ζ = ±1.
The study of Kähler structures on a nilmanifold was initiated by [24] and completed by [11]. We can

quickly look at this result for this special case.
In order to compute all the symplectic structures of the algebra n10

6 , we consider a skew-symmetric 2-form
ω =

∑
0≤i<j≤5 λi,jωi ∧ ωj with {ω0, ω1, . . . , ω5} the dual of the preceding basis and we impose Conditions

(9.1). We deduce that the symplectic structures of n10
6 are given by:

ω =λ0,1ω0 ∧ ω1 + λ0,2ω0 ∧ ω2 + λ0,3ω0 ∧ ω3 + λ0,4ω0 ∧ ω4ω0 ∧ ω4 + λ0,5ω0 ∧ ω5

+ λ1,2ω1 ∧ ω2 + λ0,5ω1 ∧ ω3 + λ1,4ω1 ∧ ω4 + λ1,5ω1 ∧ ω5 − λ1,4ω2 ∧ ω3 + λ0,4ω2 ∧ ω5

with
λ0,3λ0,4λ1,4 + λ2

0,4λ0,5 + λ0,4λ1,4λ1,5 − λ0,5λ
2
1,4 6= 0. (9.5)

A symplectic form ω of a Lie algebra g is a Kähler structure if there exists a complex structure J which
is compatible with ω, that is,

ω(JX, JY ) = ω(X,Y ) ∀X,Y ∈ g.

Note that if a symplectic structure ω is compatible with a complex structure J1 and J1 is equivalent to
another complex structure J2 then ω is also compatible with J2. Thus, to determine the Kähler structures
of n10

6 is enough to compute the symplectic forms compatible with the complex structures J(±1) of (9.4).
We obtain the extra conditions {

λ0,2 = λ0,4 = λ0,5 = λ1,2 = λ1,4 = 0,
λ0,3 = λ1,5,

(9.6)

which is in contradiction with (9.5). We conclude that there is no Kähler structure on n10
6 .
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Chapter 10

Affine structures on nilpotent Lie
algebras

An affine structure on a Lie algebra corresponds to a left invariant affine structure on a connected Lie group
whose Lie algebra is isomorphic to the given one. This left invariant affine structure is given by an affine
connection ∇ whose curvature and torsion tensors are null. As this connection operator ∇ is left invariant,
it determines a bilinear operator on the Lie algebra which corresponds to a Vinberg product, also called
left-symmetric product. Then the problem of existence of a left invariant affine structure on a connected
Lie group is equivalent to the problem of existence of a Vinberg product on a Lie algebra such that the Lie
bracket obtained by skew-symmetrization of the Vinberg product is the Lie bracket of the initial Lie algebra.
Recall that a Vinberg algebra is a G3-associative algebra. From Benoist’s work, we know that nilpotent
Lie algebras with no affine structure exist. Thus the problem of characterizing the class of nilpotent Lie
algebras provided with an affine structure is open. A trivial example of a nilpotent Lie algebra with an
affine structure is the abelian Lie algebras. In this case, an interesting geometrical problem is to classify all
non equivalent affine structures; each of these structures describes an affine geometry on a real vector space.
Recently, the works of Kim [68] and Dekimpe-Ongenae [25] precise the number of non equivalent invariant
complete affine structures on an abelian Lie group (complete means that the geodesics are globally defined).
In this chapter we give the classification of affine structures on the 3-dimensional abelian Lie algebra, which
corresponds to the complete or not invariant affine structures on R3. The Nagano-Yagi-Goldmann theorem
states that on the torus T2, every affine (or projective) structure is invariant or is constructed on the basis
of some Goldmann rings [35]. An interesting problem that arises is to study the invariant affine structure
on the torus T2. The presented classification permits to describe all the affine structures, complete or not,
on the torus T2 and T3.

The second part is devoted to the existence problem of an affine structure on nilpotent Lie algebras. We
first prove that every filiform non characteristically nilpotent Lie algebra admits an affine structure. Then
we investigate the existence problem for contact Lie algebras. It is known that any nilpotent Lie algebras
provided with a symplectic form admits an affine structure. In this part, we give a necessary condition for a
nilpotent (2p+ 1)-dimensional nilpotent Lie algebra with a contact form (that is, a linear form α satisfying
α ∧ (dα)p 6= 0) to have an affine structure. We finish this chapter by giving a tensor product process to
construct explicit affine Lie algebras of high dimensions.

10.1 Recalls : Affine structures on Lie groups and Lie algebras

The Lie group Aff(Rn) is the group of affine transformations of Rn. It is constituted of matrices(
A b
0 1

)
147
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with A ∈ GL(n,R), b ∈ Rn. It acts on the real affine space R̃n by(
A b
0 1

)(
v
1

)
=
(
Av + b

1

)
where (v, 1)t ∈ R̃n+1.

Its Lie algebra, noted aff(Rn), is the linear algebra

aff(Rn) =
{(

A b
0 0

)
;A ∈ gl(n,R), b ∈ Rn

}
Definition 94 An affine structure on a Lie algebra g is a morphism

Ψ : g→aff(Rn)

of Lie algebras.

Remark. Let us consider an affine representation of a Lie group G, that is, an homomorphism ϕ :
G→Aff(Rn). For every g ∈ G , ϕ(g) is an affine transformation on the affine space R̃n+1. This repre-
sentation induces an affine structure on the Lie algebra g of G.

Proposition 78 The Lie algebra g is provided with an affine structure if and only if the underlying vector
space A(g) is a left symmetric algebra, that is, there exists a bilinear map

A(g)×A(g) → A(g)
(X,Y ) 7→ X · Y

satisfying
1) X · (Y · Z)− Y · (X · Z) = (X · Y ) · Z − (Y ·X) · Z
2) X · Y − Y ·X = [X,Y ]
for every X,Y, Z ∈ A(g)

If Ψ is a morphism giving an affine structure on g, then the left symmetric product on A(g) is defined as
this:

∀X ∈ g,Ψ (X) =
(
A (X) b (X)

0 0

)
and we put

X · Y = Y = b−1 (A (X) · b (X))

where b : A(g)→Rn is supposed to be bijective.
The fact that Ψ is a representation implies that X · Y is a left symmetric product. Conversely, if X · Y

is a left symmetric product on A(g), and if LX indicates the left representation : LX (Y ) = X · Y, then the
map

X →
(
LX X
0 0

)
defines an affine structure on the Lie algebra g.

If Ψ is an affine structure on g, it defines a representation

Ψ (X) =
(
A (X) b (X)

0 0

)
and a left symmetric product X · Y . This last induces an affine representation(

LX X
0 0

)
which is equivalent to Ψ (and equal if b = Id).
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Definition 95 An affine structure on g is called complete if the endomorphism

θX : A(g) → A(g)
Y 7→ Y + Y ·X

is bijective for every X ∈ A(g).

This is equivalent to one of the following properties:

a)
RX : A(g) → A(g)

Y 7→ Y ·X

is nilpotent for all X ∈ A(g)

b) tr(RX) = 0 for all X ∈ A(g).

Remarks

1. On the 3-dimensional Heisenberg algebra the affine structure associated to the following representation
a(x1 + x2) a(x1 + x2) 0 x1

a(x1 + x2) a(x1 + x2) 0 x2

αx1 + (β − 1)x2 βx1 + (α+ 1)x2 0 x3

0 0 0 0


is non complete. Such a structure will be studied latter.

2. The complete affine structure on g corresponds to the simply-transitive affine action of the connected
corresponding Lie group G.

10.2 Affine structure on abelian Lie algebras

10.2.1 Link with commutative and associative algebras

Let g be a real abelian Lie algebra. If g is provided with an affine structure then the left symmetric algebra
A(g) is a commutative and associative real algebra. In fact, we have

X · Y − Y ·X = 0 = [X,Y ]

and
X · (Y · Z)− Y · (X · Z) = ([X,Y ] · Z) = 0.

This gives
X · (Z · Y ) = (X · Z) · Y

and A(g) is associative.

Let Ψ1 and Ψ2 be two affine structures on g. They are affinely equivalent if and only if the corresponding
commutative and associative algebras are isomorphic. Thus the classification of affine structures on abelian
Lie algebras corresponds to the classification of commutative and associative (unitary or not) algebras. If
the affine structure is complete, the endomorphisms RX are nilpotent. As A(g) is also commutative, it is
a nilpotent associative commutative algebra. The classification of complete affine structures on abelian Lie
algebras corresponds to the classification of nilpotent associative algebras. In this frame, we can cite the
works of Gabriel [?] and Mazzola [95] who study the varieties of unitary associative complex laws and give
their classification for dimensions less than 5.
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10.2.2 Affine structures on the 2-dimensional abelian Lie algebra

Classification of commutative associative 2-dimensional real algebras

• Suppose that the algebra A is unitary. Then its law is isomorphic to
µ1(e1, e1) = e1

µ1(e1, e2) = e2

µ1(e2, e1) = e2

µ1(e2, e2) = e2

;


µ2(e1, e1) = e1

µ2(e1, e2) = e2

µ2(e2, e1) = e2

µ2(e2, e2) = 0

;


µ3(e1, e1) = e1

µ3(e1, e2) = e2

µ3(e2, e1) = e2

µ3(e2, e2) = −e1

• Suppose that A is nilpotent (and not unitary). The law is isomorphic to

µ4(e1, e1) = e2 ; µ5 = 0

• Suppose that A is non nilpotent and non unitary. Then its law is isomorphic to

µ6(e1, e1) = e1.

Description of the affine structures

Proposition 79 There are 6 affinely non-equivalent affine structures on the 2-dimensional abelian Lie al-
gebra.

In the following table we give the affine structures on the 2-dimensional Lie algebra, the corresponding
action and precise the completeness or not of these structures.

affine structure affine action complete

A1

 a 0 a
b a+ b b
0 0 0

  ea 0 ea − 1
ea(eb − 1) eaeb ea(eb − 1)

0 0 1

 NO

A2

 a 0 a
b a b
0 0 0

  ea 0 ea − 1
bea ea bea

0 0 1

 NO

A3

 a −b a
b a b
0 0 0

  ea cos b −ea sin b 1− ea cos b
ea sin b ea cos b ea sin b

0 0 1

 NO

A4

 0 0 a
a 0 b
0 0 0

  1 0 a

a 1 a2

2 + b
0 0 1

 YES

A5

 0 0 a
0 0 b
0 0 0

  1 0 a
0 1 b
0 0 1

 YES

A6

 a 0 a
0 0 b
0 0 0

  ea 0 ea − 1
0 1 b
0 0 1

 NO

On the group of affine transformations

To each affine structure Ai corresponds a flat affine connection without torsion ∇i on the abelian Lie group
G.

The set of all affine transformations of (G,∇i) is a Lie group, noted Aff(G,∇i). Its Lie algebra is the set
of complete affine vector fields ([3]), that is, complete vector field satisfying[

X,∇iY Z
]

= ∇i[X,Y ]Z +∇iY [X,Z]
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If ∇i is complete (in our case i = 4, 5 ) then the Lie algebra of Aff(G,∇i) is the Lie algebra of affine vector
fields aff(G,∇i) and Aff(G,∇i) acts transitively on G.

Let us consider the corresponding affine action to ∇i described in the previous section. The translation
part defines an open set Ui ⊂ R2. For the complete case we obtain Ui = R2. For the non complete case we
have

U1 = U2 = U6 =
{

(x, y) ∈ R2 / x > −1
}

U3 =
{

(x, y) ∈ R2 , (x, y) 6= (1, 0)
}

If φ is an affine transformation which leaves Ui invariant, for i = 1, 2, 6 the matrix of φ is seen to have the
following form  a 0 et − 1

b c u
0 0 1

 .

The group Aff(G,∇i) is the maximal group included in the semi group generated by the previous matrices.
Then the group Aff(G,∇i) = B2 × R2, where B2 is the subgroup of GL(2,R) constituted of triangular

matrices.

10.2.3 Affine structures on the 3-dimensional abelian Lie algebra

Classification of 3-dimensional commutative associative real algebras

Let us begin by describing the classification of real associative commutative algebras. Let a be a 3-dimensional
(not necessarily unitary) real commutative associative algebra.

If a is simple, then a is, following Wedderburn’s theorem, isomorphic to (M1(R))3, M1(R)⊕M1(C), where
Mn(D) is a matrix algebra on a division algebra on R, that is, D = R or C. This gives the following algebras

µ1(e1, ei) = ei i = 1, 2, 3
µ1(ei, e1) = ei i = 1, 2, 3
µ1(e2, e2) = e2

µ1(e3, e3) = e3

,


µ2(e1, ei) = ei i = 1, 2, 3
µ2(ei, e1) = ei i = 1, 2, 3
µ2(e2, e2) = e2

µ2(e3, e3) = e2 − e1

If a is not simple, then a = J(a)⊕s, where s is simple and J(a) is the Jacobson radical of a. If s = (M1(R))2,
we obtain  µ3(e1, ei) = ei i = 1, 2, 3

µ3(ei, e1) = ei i = 1, 2, 3
µ3(e2, e2) = e2

If s = M1(C)  µ4(e1, ei) = ei i = 1, 2, 3
µ4(ei, e1) = ei i = 1, 2, 3
µ4(e3, e3) = e2

where J(a) is not abelian or {
µ5(e1, ei) = ei i = 1, 2, 3
µ5(ei, e1) = ei i = 1, 2, 3

where J(a) is abelian.
Suppose that a is not unitary. As the Levi decomposition also holds in this case, we have the following

possibilities : a ' (M1(R))2 ⊕ J(a) or M1(C)⊕ J(a). This gives the following algebras

{
µ6(e1, e1) = e1

µ6(e2, e2) = e2
,


µ7(e1, e1) = e1

µ7(e1, e2) = e2

µ7(e2, e1) = e2

µ7(e2, e2) = −e1
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{µ8(e1, e1) = e1 ,

 µ9(e1, e1) = e1

µ9(e1, e2) = e2

µ9(e2, e1) = e2

{
µ10(e1, e1) = e1

µ10(e2, e2) = e3

If moreover a is nilpotent, then it is isomorphic to one of the following algebras

{
µ11(e1, e1) = e2

µ11(e3, e3) = e2
,

{
µ12(e1, e1) = e2

µ12(e3, e3) = −e2

{µ13(e1, e1) = e2 ,

 µ14(e1, e1) = e2

µ14(e1, e2) = e3

µ14(e2, e1) = e3

{µ15(ei, ej) = 0 i, j ∈ {1, 2, 3}

Theorem 96 Every 3-dimensional real commutative associative Lie algebra a is isomorphic to one of the
algebras ai, i = 1, 2, · · · , 15.

If a is nilpotent, a is isomorphic to ai, i = 11, · · · , 15.

Affine structures on R3

Theorem 97 There exist 15 invariant affinely non-equivalent affine structures on the 3-dimensional abelian
Lie algebra. They are given by :
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A1 (x, y, z)→

 eax+ ea − 1,
ea
(
eb − 1

)
x+ ea+by + ea(eb − 1),

ea (ec − 1)x+ ea+cz + ea (ec − 1)

A2 (x, y, z)→

 xea cos c− zea sin c+ ea cos c− 1,(
−ea cos c+ ea+b

)
x+ ea+by + zea sin c− ea cos c+ ea+b,

xea sin c+ zea cos c+ ea sin c

A3 (x, y, z)→

 eax+ ea − 1,
ea
(
eb − 1

)
x+ ea+by + ea

(
eb − 1

)
,

ceax+ eaz + cea

A4 (x, y, z)→


eax− 1 + ea,

(b+ c2

2 )eax+ eay + ceaz + (b+ c2

2 )ea,
ceax+ eaz + cea

A5 (x, y, z)→

 eax− 1 + ea,
beax+ eay + bea,
ceax+ eaz + cea

A6 (x, y, z)→

 eax− 1 + ea,
eby − 1 + eb,
z + c

A7 (x, y, z)→

 xea cos b− yea sin b− 1 + ea cos b,
xea sin b+ yea cos b+ ea sin b,
z + c

A8 (x, y, z)→

 eax− 1 + ea,
y + b,
z + c

A9 (x, y, z)→

 eax− 1 + ea,
beax+ eay + bea,
z + c

A10 (x, y, z)→


eax− 1 + ea,
y + b,

by + z + b2

2 c

A11 (x, y, z)→

 x+ a,
ax+ y + cz + b+ 1

2 (a2 + c2),
z + c

A12 (x, y, z)→

 x+ a,
ax+ y − cz + b+ 1

2 (a2 − c2),
z + c
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A13 (x, y, z)→


x+ a,

ax+ y + b+ a2

2 ,
z + c

A14 (x, y, z)→


x+ a,

ax+ y + b+ a2

2 ,

(b+ a2

2 )x+ ay + z + a3

6 + ab+ c

A15 (x, y, z)→

 x+ a,
y + b,
z + c

where a, b, c ∈ R. Only the structures Ai, i = 11, .., 15 are complete.

10.3 Rigid affine structures

10.3.1 Definition

Let us consider a fixed basis {e1, · · · , en} of the vector space Rn. An associative law on Rn is given by a
bilinear map

µ : Rn × Rn → Rn

satisfying µ(ei, µ(ej , ek)) = µ(µ(ei, ej), ek). If we put µ(ei, ej) =
∑
Ckijek, then the structural constants Ckij

satisfy
(1)

∑
l

CsilC
l
jk − ClijCslk = 0, s = 1, · · · , n.

Moreover if µ is commutative, we have
(2) Ckij = Ckji

Thus the set of associative laws on Rn is identified to the real algebraic set embedded in Rn3
, defined by the

polynomial equations (1) and (2). We note this set Ac(n).
The law µ is unitary if there exists an e ∈ Rn such that µ(e, x) = x. The set of unitary laws of Ac(n) is

noted by Ac1(n).
The linear group GL(n,R) acts on Ac(n) :

GL(n,R)×Ac(n) → Ac(n)
(f, µ) 7→ µf

where µf (ei, ej) = f−1µ(f(ei), f(ej)).

We note by θ(µ) the orbit of µ by this action. The orbit is isomorphic to the homogeneous space GL(n,R)
Gµ

,

where Gµ = {f ∈ GL(n,R) / µf = µ} . The topology of Ac(n) is the induced topology of Rn3
.

Definition 98 The law µ ∈ Ac(n) is rigid if θ(µ) is open in Ac(n).

Let µ be a real associative algebra and let us note by µC the corresponding complex associative algebra.
If µ is rigid in Ac(n) then either µC is rigid in the scheme Assn of complex associative law, or µC admits a
deformation µ̃C which is never the complexification of a real associative algebra.

This topological approach of the variety of associative algebras allows to introduce the notion of rigidity
on the affine structures.
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Definition 99 An affine structure Ψ on an abelian Lie algebra g is called rigid if the corresponding asso-
ciative algebra A(g) is rigid in Ac(n).

10.3.2 Cohomological approach

It is well known that a sufficient condition for an associative algebra a to be rigid in A(n) is H2(a, a) =0,
where H∗(a, a) is the Hochschild cohomology of a. Suppose that a is commutative. If µ is the bilinear map
defining the product of a, then a is rigid if every deformation µt = µ +

∑
tiϕi of µ is isomorphic to µ. By

the commutativity of µ we can assume that every ϕi is a symmetric bilinear map. Then considering only
the symmetric cochains ϕ, we can define the commutative Harrison cohomology of µ as follows :

Z2
s (µ, µ) = {ϕ ∈ Sym(R3 × R3,R3) | δµϕ = 0}

where
δµϕ(x, y, z) = µ(x, ϕ(y, z))− ϕ(µ(x, y), z)− µ(ϕ(x, y), z) + ϕ(x, µ(y, z)).

We can note that for every f ∈ End(R3) the coboundary δµf ∈ Sym(R3×R3,R3) and then δµf ∈ Z2
s (µ, µ).

Proposition 80 If H2
s (µ, µ) = Z2

s (µ,µ)
B2
s(µ,µ) = {0}, the corresponding affine structure on R3 is rigid.

10.3.3 Rigid affine structures on the 2-dimensional abelian Lie algebra

Lemma 16 Every infinitesimal deformation of an unitary associative algebra in Ac(n) is unitary.

The proof is based on the study of perturbations of idempotent elements made in [11]. Let X be an
idempotent element in an associative algebra of law µ. The operators

lX : Y−→XY

and
rX : Y−→Y X

are simultaneously diagonalizable and the eigenvalues are respectively (1, · · · , 1, 0, · · · , 0) and (1, 1, 1, · · · , 1, 0, · · · , 0).
This set of eigenvalues is called bisystem associated to X. If X corresponds to the identity, the bisystem is
{(1, · · · , 1) (1, · · · , 1)} .

If µ′ is a perturbation of µ, there exists in µ′ an idempotent element X ′ such that b(X ′) = b(X). Consider
the perturbation of the identity in µ′. As the bisystem corresponds to {{1, · · · , 1} , {1, · · · , 1}}, we can
conclude that X ′ is the identity of µ′.

Consequence. The set of unitary associative algebra is open in Ac(n).

Let us note by θ(µ) the orbit of the law µ in Ac(n). From the previous classification, we see that

µi ∈ θ(µ1)

for i = 2, 5, 6. Then we have

Theorem 100 The affine structures A1 and A3 on the 2-dimensional abelian Lie algebra are rigid. The
other structures can be deformed into A1 or A3.

Consequence. Not any complete affine structure is rigid.
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10.3.4 Rigid affine structures on R3

We refer to the classification of affine structures on 3-dimensional abelain Lie algebra given in the previous
section. As the laws µ1 and µ2 are semi-simple associative, their second cohomological group is trivial. These
structures are rigid.

Consider the remaining laws µi. We can easily compute the linear space H2
s (µ, µ) and the results are in

the following tables :

Unitary case :

laws dimH2
s (µ, µ) basis of H2

s (µ, µ)

µ3 1 ϕ(e3, e3) = e2 − e1

µ4 2
{

ϕ1(e2, e2) = e2

ϕ2(e2, e3) = e3.

µ5 4
{

ϕ1(e2, e2) = e2

ϕ2(e2, e3) = e3.
;
{

ϕ3(e3, e3) = e2

ϕ4(e3, e3) = e3.

Non unitary case :

laws dimH2
s basis of H2

s (µ, µ)

µ6 1 ϕ1(e3, e3) = e3

µ7 1 ϕ1(e3, e3) = e3

µ8 6
{

ϕ1(e2, e2) = e2

ϕ2(e2, e2) = e3.
;
{

ϕ3(e3, e3) = e2

ϕ4(e3, e3) = e3.
;
{

ϕ5(e2, e3) = e2

ϕ6(e3, e3) = e3.

µ9 3
{

ϕ1(e2, e2) = e1

ϕ2(e2, e3) = e2.
; ϕ3(e3, e3) = e3

µ10 1 ϕ1(e2, e3) = e2, ϕ1(e3, e3) = e3.
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Nilpotent and complete case :

laws dimH2
s basis of H2

s (µ, µ)

µ11 3
{

ϕ1(e1, e3) = e1

ϕ1(e2, e3) = e2.
;
{

ϕ2(e1, e3) = e3

ϕ2(e3, e3) = e1.
;
{
ϕ3(e3, e3) = e3.

µ12 4
ϕ1(e1, e2) = e2.
ϕ2(e3, e3) = e3.

;
{

ϕ3(e1, e3) = e3

ϕ3(e3, e3) = e1.
;

 ϕ4(e1, e1) = e3

ϕ4(e1, e3) = e1

ϕ4(e2, e3) = 2e2.

µ13 7

{
ϕ1(e1, e2) = e1

ϕ1(e2, e2) = e2.

ϕ2(e1, e2) = e2.
;

ϕ3(e1, e2) = e3{
ϕ4(e1, e3) = e1

ϕ4(e2, e3) = e2.

ϕ5(e1, e3) = e3.
ϕ6(e3, e3) = e2.
ϕ7(e3, e3) = e3.

µ14 3


ϕ1(e1, e3) = e1

ϕ1(e2, e2) = e1

ϕ1(e2, e3) = e2

ϕ1(e3, e3) = e3.

;

 ϕ2(e1, e3) = e2

ϕ2(e2, e2) = e2

ϕ2(e2, e3) = e3.
;
{

ϕ3(e1, e3) = e3

ϕ3(e2, e2) = e3.

µ15 18

In this box we suppose that ϕ(ei, ej) = ϕ(ej , ei) and the non defined ϕ(es, et) are equal to zero.

We will note by µi → µj when µi ∈ O(µj). We obtain the following diagram

µ12 µ14

↘ ↙
µ11 → µ10 → µ1 ← µ6 ← µ8 −→ µ9

↑ ↑ ↓
µ13 µ4 ← µ5 → µ3 ←− µ7

↓
µ2

Theorem 101 There exist two rigid affine structures on the 3-dimensional abelian Lie algebra. They are
the structures associated to the semi simple associative algebras µ1 and µ2.

10.4 Invariant affine structures on T2 and T3

10.4.1 Invariant affine structure on T2

The compact abelian Lie group T2 is defined by T2 = R2/Z2 identifying (x, y) with (x+p, y+q), (p, q) ∈ Z2.

Proposition 81 Only the structures A4 and A5 induce affine structures on the torus T2.

Proof. It is easy to see that the affine action associated to A1, A2, A3 and A6 are incompatible with the
lattice defined by Z2. Thus only complete structures provide affine structures on T2. For A4 we obtain the
following affine transformations

(x, y)→
(
x+ p, px+ y +

(
q + p2

))
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This structure on T2 is not Euclidean. For A5 the affine structure on T2 which is Euclidean corresponds to
the transformations

(x, y)→ (x+ p, y + q)

Remark 102 In this proposition we find again, for the particular case of the torus, a classical result of
Kuiper [9] giving the classification of affine structures on surfaces.

10.4.2 Invariant affine structure on T3

We can see that the affine actions A1 to A10 are compatible with the action of Z3 on R3 if the exponentials
which appear in the analytic expressions of the affine transformations are equal to 1. This gives the identity
for A1 and A3. As A2 is incompatible with the action of Z3 for any values of the parameters a, b, c, the affine
structures corresponding to the unitary cases are given by A4 and A5 for a = 0. This corresponds to the
following affine structures on the torus T3 :

(x, y, z) ∈ R3/Z3 →

 x
px+ y + qz + p
qx+ z + q

and

(x, y, z) ∈ R3/Z3 →

 x
px+ y + p
qx+ z + q

with p, q ∈ Z.

For the actions A6 to A10, they induce affine actions on the torus if a = b = 0 for A6 and a = 0 for A7 to
A10 but this appears as a particular case of A11, A13 and A14. Let us examine the complete and nilpotent
cases; we find the following affine structure on T3 :

(x, y, z) ∈ R3/Z3 →

 x+ p,
px+ y + rz + q,
z + r

(x, y, z) ∈ R3/Z3 →

 x+ p,
px+ y − rz + q,
z + r

(x, y, z) ∈ R3/Z3 →

 x+ p,
px+ y + q,
z + r

(x, y, z) ∈ R3/Z3 →

 x+ p,
px+ y + q,
qx+ py + z + r

(x, y, z) ∈ R3/Z3 →

 x+ p,
y + q,
z + r

Theorem 103 There exist 7 affine structures on the torus T3. They correspond to the following affine
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crystallographic subgroups of Aff(R3) :

Γ1 =




1 0 0 0
p 1 q p
q 0 1 q
0 0 0 1


 Γ2 =




1 0 0 0
p 1 0 p
q 0 1 q
0 0 0 1




Γ3 =




1 0 0 p
p 1 r q
0 0 1 r
0 0 0 1


 Γ4 =




1 0 0 p
p 1 −r q
0 0 1 r
0 0 0 1




Γ5 =




1 0 0 p
p 1 0 q
0 0 1 r
0 0 0 1


 Γ6 =




1 0 0 p
p 1 0 q
q p 1 r
0 0 0 1




Γ7 =




1 0 0 p
0 1 0 q
0 0 1 r
0 0 0 1




Remark 104 The (complete) nilpotent and unimodular cases are completely classified in [35]

10.5 Affine structures on nilpotent Lie algebras

In this section, we prove that every non characteristically nilpotent filiform algebra is provided with an affine
structure. We generalize this result to the class of nilpotent algebras whose derived algebra admits non
singular derivation. In a second part we describe some obstructions to lift a symplectic affine structure on
a contact Lie algebra defined by a central extension. In a last section, we use the tensor product to define
new affine structure.

10.5.1 The example of Benoist

The problem of existence of affine structures on nilpotent Lie algebras has been put by John Milnor. We
know that every nilpotent Lie algebras of dimension less or equal to 7 admits an affine structure, every
nilpotent Lie algebras provided with a symplectic form admits also an affine structure. But Benoist has
proposed examples of 11-dimensional nilpotent Lie algebras which are not endowed with such a structure.
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These Lie algebras are given by:

[X1, Xi] = Xi+1 i = 2, .., 10
[X2, X4] = X6

[X2, X6] = −5X8 + 2X9 + 2tX10

[X2, X8] = 26
5 X10 + 28

25X11

[X3, X4] = 3X7 −X8 − tX9

[X3, X6] = − 12
5 X9 − 1

25X10 + −448+1525t
2000 X11

[X3, X8] = 321
80 X11

[X4, X6] = 27
5 X10 − 24

25X11

[X5, X6] = 1377
80 X11

[X2, X3] = X5

[X2, X5] = −2X7 +X8 + tX9

[X2, X7] = − 13
5 X9 + 51

25X10 + 448+2475t
2000 X11

[X2, X9] = 19
16X11

[X3, X5] = 3X8 −X9 − tX10

[X3, X7] = −39
5 X10 + 23

25X11

[X4, X5] = 27
5 X9 − 24

25X10 + 448−3525t
2000 X11

[X4, X7] = − 189
16 X11

t ∈ R

Then, the determination of the class of nilpotent Lie algebras with an affine structure is now open.

10.5.2 Affine structures on non characteristically filiform algebra

Recall that a Lie algebra is called characteristically nilpotent is every derivation is nilpotent. Examining the
counter-examples of Benoist and Burde, the following conjecture becomes natural:
Conjecture Every nilpotent Lie algebra which doest not admit affine structure is characteristically nilpotent.

Theorem 105 Every filiform non characteristically nilpotent Lie algebra admits an affine structure

Before to prove this theorem, we prove the following lemma:

Lemma 17 Every Lie algebras admitting a derivation whose restriction to the derived subalgebra is regular,
admits an affine structure.

Proof of the lemma. In fact, such an algebra is necessary nilpotent. Let f be such a derivation. For every
X ∈ g we put

∇X = f−1 ◦ adX ◦ f.

This operator is well defined because the image of the operator adX◦f is contained in the derived subalgebra.
Then ∇ defines an affine structure on g.

Proof of the theorem. For a non characteristically nilpotent Lie algebra g, let us call rank of g the
dimension of a maximal exterior torus of derivations (a maximal abelian subalgebra of Der(g) of which
elements are semi-simple derivations). We have the following results [53]:

1. If the Lie algebra g is filiform, its rank r(g) satisfies

r(g) ≤ 2.

2.Every filiform Lie algebras of rank 2 is isomorphic to Ln or Qn. where Ln and Qn are the n-dimensional
filiform Lie algebras defined by

Ln : {[Y1, Yj ] = Y1+j , j = 2, · · · , n− 1

Qn =
{

[Y1, Yj ] = Y1+j , j = 2, · · · , n− 1
[Yi, Yn−i+1] = (−1)i+1Yn, i = 2, · · · , p n = 2p.
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For each Lie algebra, a maximal exterior torus is precisely determined.
If g = Ln, there exists a torus generated by the diagonal derivations :

f1(Y1) = 0, f1(Yi) = Yi, 2 ≤ i ≤ n

f2(Y1) = Y1, f2(Yi) = iYi, 2 ≤ i ≤ n

the basis {Yi} being as above.
If g = Qn, the basis {Yi} is not a basis of eigenvectors for a diagonalizable derivation. We can consider

the new basis given by
Z1 = Y1 − Y2, Z2 = Y2, · · · , Zn = Yn

This basis satisfies

[Z1, Zj ] = Z1+j , j = 2, · · · , n− 2, [Zi, Zn−i+1] = (−1)i+1Zn, i = 2, · · · , n/2

Then the diagonal derivations

f1(Z1) = 0, f1(Zi) = Zi, 2 ≤ i ≤ n− 1, f1(Zn) = 2Zn

f2(Z1) = Z1, f2(Zi) = (i− 2)Zi, 2 ≤ i ≤ n− 1, f2(Zn) = (n− 3)Zn.

generates a maximal exterior torus of derivations.
3. Every filiform Lie algebra of rank 1 and dimension n is isomorphic to one of the following Lie algebras
i) Akn (λ1, · · · , λt−1) , t =

[
n−k+1

2

]
, 2 ≤ k ≤ n− 3 [Y1, Yi] = Yi+1, i = 2, · · · , n− 1

[Yi, Yi+1] = λi−1Y2i+k−1 , 2 ≤ i ≤ t
[Yi, Yj ] = aijYi+j+k−2 , 2 ≤ i ≤ j i+ j + k − 2 ≤ n

ii) Bkn (λ1, · · · , λt−1) n = 2m , t =
[
n−k

2

]
, 2 ≤ k ≤ n− 3

[Y1, Yi] = Yi+1 i = 2, · · · , n− 2
[Yi, Yn−i+1] = (−1)i+1

n Y , i = 2, · · · , n− 1
[Yi, Yi+1] = λi−1Y2i+k−1 , i = 2, · · · , t
[Yi, Yj ] = aijYi+j−k−2 , 2 ≤ i, j ≤ n− 2, i+ j + k − 2 ≤ n− 2, j 6= i+ 1

iii) Cn (λ1, · · · , λt) , n = 2m+ 2 , t = m− 1
[Y1, Yi] = Yi+1 i = 2, · · · , n− 2
[Yi, Yn−i+1] = (−1)i−1

n Yn , i = 2, · · ·m+ 1
[Yi, Yn−i−2k+1] = (−1)i+1

λkYn

The non defined brackets are equal to zero. In this theorem, [x] denotes the integer of x and (λ1, · · · , λt) are
non simultaneously vanishing parameters satisfying polynomial equations associated to the Jacobi conditions.
Moreover, the constants aij satisfy

aij = aij+1 + ai+1,j

and aii+1 = λi−1.

We can easily see that the filiform algebra Ln , Qn or of type An or Bn admit regular derivations. Then
they admits affine structure. Let us consider the case Cn. This algebra is of rank 1. The exterior torus of
derivation is generated by

f(Y1) = 0, f(Yi) = Yi, i = 2, · · · , n− 1, f(Yn) = 2Yn.

Thus every derivation is singular.
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Lemma 18 The restriction of the derivation f to the derived subalgebra D(g) is a regular derivation of
D(g).

Let us consider a vectorial endomorphism g of g which leaves invariant D(g), and such that the restriction
to D(g) satisfies f ◦ g = Id. Then the bilinear map given by

∇X = g ◦ adX ◦ f.

defines an affine structure on Cn. In fact,

∇X(Y )−∇Y (X) = g ◦ adX ◦ f(Y )− g ◦ adY ◦ f(X) = g(f [X,Y ])

because f is a derivation. As g = f−1 on the derived subalgebra, we can deduce

∇X(Y )−∇Y (X) = [X,Y ].

In the some way

∇X∇Y (Z)−∇Y∇X(Z) = g[X, [Y, f(Z)]]− g[Y, [X, f(Z)]] = −g[f(Z), [X,Y ]]

Then
∇X∇Y (Z)−∇Y∇X(Z) = ∇[X,Y ](Z)

This proves the theorem.

10.6 Faithful representations associated to an affine connection

10.6.1 Nilpotent representations

If g is affine, then the corresponding connected Lie group G is an affine manifold such that every left
translation is an affine isomorphism of G. In this case, the operator ∇ is nothing that the connection
operator of the affine connection on G.

Let g be an affine Lie algebra. Then the map

f : g→ End(g)

defined by
f(X)(Y ) = ∇(X,Y )

is a linear representation (non faithful) of g satisfying

f(X)(Y )− f(Y )(X) = [X,Y ] (∗)

Let ∇ be an affine connection on n-dimensional Lie algebra g. Let us consider the (n + 1)-dimensional
linear representation given by

ρ : g→ g⊕ R

given by
ρ(X) : (Y, t) 7→ (fX(Y ) + tX, 0)

It is easy to verify that ρ is a faithful representation of dimension n + 1 if and only if fX(Y ) = ∇(X,Y ) is
an affine connection. We say that the representation ρ is nilpotent if the endomorphism ρ(X) is nilpotent
for every X in g.

Proposition 82 Suppose that g is a complex nilpotent Lie algebra and let ρ be a faithful representation of
g. Then there exists a faithful nilpotent representation.
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Proof. Let us consider the g-module M associated to ρ. Then, as g is nilpotent, M can be decomposed as

M = ⊕ki=1Mλi

where Mλi is a g-submodule, and the λi are linear forms on g. For all X ∈ g, the restriction of ρ (X) to Mi

as the following form 
λi(X) ∗ · · · ∗

0
. . . . . .

...
...

. . . . . . ∗
0 · · · 0 λi(X)


Let Cλi be the one dimensional g-module defined by

µ : X ∈ g→ µ(X) ∈ EndC

with

µ(X)(a) = λi(X)a

The tensor product Mλi ⊗ C−λi is the g-module associated to

X · (Y ⊗ a) = ρ (X) (Y )⊗ a− Y ⊗ λi(X)a

Then M̃ = ⊕ (Mλi ⊗ C−λi) is a nilpotent g-module. Let us prove that M̃ is faithful. Recall that a represen-
tation ρ of g is faithful if and only if ρ(Z) 6= 0 for every Z 6= 0 ∈ Z(g). Consider X 6= 0 ∈ Z(g). If ρ̃(X) = 0,
the endomorphism ρ(X) is diagonal. Suppose that g 6= Z(g) and let Ck−1(g) = Z(g) where k is the index of
nilpotence of g. Then

∃ (Y,Z) ∈
(
Ck−2(g), g

)
� [Y,Z] = X

The endomorphism ρ(Y )ρ(Z) − ρ(Z)ρ(Y ) is nilpotent and the eigenvalues of ρ(X) are 0. Thus ρ(X) = 0
and ρ is not faithful. We can conclude that ρ̃(X) 6= 0 and ρ̃ is a faithful representation.

10.6.2 On the nilpotent affine connection

Let g be a filiform affine Lie algebra of dimension n, and ρ be the (n + 1)-dimensional associated faithful
representation. Let M = g⊕ C be the corresponding complex g-module. As g is filiform, its decomposition
has the following form

1) M = M0 and M is irreducible,
2) M = M0 ⊕Mλ.

For a general faithful representation, let us call characteristic the ordered sequence of the dimensions of
the irreducible submodules. In the filiform case we have c(ρ) = (n + 1) or (n, 1). In fact, the filiformity
of g implies that exists an irreducible submodule of dimension greater than n − 1. More generally, if the
characteristic sequence of a nilpotent Lie algebra is equal to (c1, .., cp, 1) (see [6]) then for every faithful
representation ρ we have c(ρ) = (d1, .., dq) with d1 ≥ c1.

Theorem 106 Let g be the filiform Lie algebra Ln. There are faithful g-modules which are not nilpotent.
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Proof. Consider the following representation given by the matrices ρ(Xi) where {X1, .., Xn} is a basis of g

ρ(X1) =



a a 0 · · · · · · 0 1

a a 0
... 0

0 0 0 0 0
...

. . . 1
2

. . .
... 0

...
. . . . . . . . .

... 0
...

. . . i−3
i−2

. . .
... 0

0 0
. . . . . . . . .

... 0
α β 0 · · · · · · 0 n−3

n−2 0 0
0 0 0 0 0 0 0 0 0



ρ(X2) =



a a 0 · · · · · · · · · 0 0

a a 0
... 1

−1 1 0 0 0

0 0 1
2

. . .
... 0

...
. . . . . . . . .

... 0
...

. . . 1
i−2

. . .
... 0

0 0
. . . . . . . . .

... 0
β α 0 · · · · · · · · · 1

n−2 0 0
0 0 0 0 0 0 0 0 0


and for 3 ≤ j ≤ n− 1 the endomorphisms ρ(Xj) satisfy :

ρ(Xj)(e1) = − 1
j − 1

ej+1

ρ(Xj)(e2) =
1

j − 1
ej+1

ρ(Xj)(e3) =
1

j(j − 1)
ej+2

· · ·

ρ(Xj)(ei−j+1) =
(j − 2)!(i− j − 1)!

(i− 2)!
ei, i = j − 2, · · · , n

ρ(Xj)(ei−j+1) = 0, i = n+ 1, .., n+ j − 1
ρ(Xj)(en+1) = ej

and for j = n {
ρ(Xn)(ei) = 0 i = 1, · · · , n
ρ(Xn)(en+1) = en

where {e1, · · · , en, en+1} is the basis given by ei = (Xi, 0) and en+1 = (0, 1). We easily verify that these
matrices describe a non nilpotent faithful representation.

10.6.3 Study of an associated connection

The previous representation is associated to an affine connection on the filiform Lie algebra Ln given by

∇Xi = ρ(Xi) |g
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where g designates the n−dimensional first factor of the (n + 1)− dimensional faithful module. This con-
nection is complete if and only if the endomorphisms RX ∈ End(g) define by

RX(Y ) = ∇Y (X)

are nilpotent for all X ∈ g ([5]). But the matrix of RX1 has the form :

a a 0 · · · 0 · · · 0 0

a a
...

... 0

0 −1
...

... 0
0 0 − 1

2 · · · 0 · · · 0 0
...

... 0
. . . · · ·

... 0

0 0
...

. . . − 1
j−1

... 0

α β
... · · ·

. . . . . . 0 0
0 0 0 0 0 0 − 1

n−2 0


Its trace is 2a and for a 6= 0 it is not nilpotent. We have proved :

Theorem 107 There exist affine connections on the filiform Lie algebra Ln which are non complete.

Remark. The most simple example is on dim3 and concerns the Heisenberg algebra. We find a non nilpotent
faithful representation associated to the non complete affine connection given by :

∇X1 =

 a a 0
a a 0
α β 0

 , ∇X2 =

 a a 0
a a 0
β − 1 α+ 1 0

 , ∇X3 =

 0 0 0
0 0 0
0 0 0


The affine representation is written

a(x1 + x2) a(x1 + x2) 0 x1

a(x1 + x2) a(x1 + x2) 0 x2

αx1 + (β − 1)x2 βx1 + (α+ 1)x2 0 x3

0 0 0 0


10.7 Affine structures on nilpotent Lie algebras with a contact

form

10.7.1 Nilpotent Lie algebras with a contact form

Definition 108 Let g be an (2p + 1)-dimensional algebra. A contact form on g is a linear form ω 6= 0 of
g∗ such that ω ∧ (dw)p 6= 0. In this case (g, ω) or g is called a contact Lie algebra.

Proposition 83 [49] Let g be a contact nilpotent Lie algebra. Then the center Z(g) is one-dimensional.

Proof. If g is (2p+ 1)-dimensional and equipped with a contact form ω, dimZ(g) ≤ 1. This follows the fact
that if we suppose that ω(Z(g)) = 0 then

∀X ∈ Z(g) dω(X,Y ) = −ω [X,Y ] = 0.

Thus there exists X such that ω(X) = 0 and Xydω = 0, where y denotes the inner product. The vector X
belongs to the characteristic subspace and ω ∧ dωp = 0. Thus ω(Z(g)) 6= 0 which proves that dimZ(g) ≤ 1.
If moreover the Lie algebra g is nilpotent then dimZ(g) = 1 as the center of a nilpotent Lie algebra is never
zero.
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Corollary 109 Let g be a contact nilpotent Lie algebra. Then g/Z(g) is a symplectic Lie algebra.

Thus any contact Lie algebra is a one-dimensional central extension of a symplectic Lie algebra:

0→ V → g2p+1 → (g2p, θ)→ 0.

As any symplectic nilpotent Lie algebra can be equipped with an affine structure, we have

Proposition 84 Any nilpotent contact Lie algebra is a one-dimensional central extension of an affine Lie
algebra.

10.7.2 Extension of symplectic affine structure

Let (g2p, θ) be a symplectic nilpotent Lie algebra and ∇ the affine structure coming from this symplectic
form, that is,

∇XY = f(X)Y

where f(X) is the following endomorphism:

∀X,Y, Z ∈ g θ (f(X)(Y ), Z) = −θ(Y, [X,Z]).

Let g̃ be the contact Lie algebra defined by the one-dimensional extension

0→ V → g
π→ g̃→ 0.

The Lie algebra g̃ identified with g⊕V has the following brackets

[(X,α) , (Y, λ)] g̃ =
(

[X,Y ]g , θ (X,Y )
)

Let ∇̃ : g̃⊗ g̃→ g̃ be an operator satisfying

(∗)

{
∇̃ ((X, 0) , (Y, 0)) = (∇ (X,Y ) , ϕ (X,Y ))
∇̃ ((X, 0) , (0, λ)) = ∇̃ ((0, λ) , (X, 0))

where ϕ is a bilinear map on g such as

ϕ (X,Y )− ϕ (Y,X) = θ (X,Y ) .

Lemma 19 the operator ∇̃ satisfies the following identity:

∇̃ ((X,α) , (Y, λ))− ∇̃ ((Y, λ) , (X,α)) = [(X,α) , (Y, λ)] g̃

Proof. We have for all X,Y ∈ g and λ, µ ∈ K

∇̃ ((X,α) , (Y, λ))− ∇̃ ((Y, λ) , (X,α))
=(∇ (X,Y ) , ϕ (X,Y )) + λ∇̃ ((X, 0) , (0, 1)) + α∇̃ ((0, 1) , (Y, 0))
+αλ∇̃ ((0, 1) , (0, 1))− (∇ (Y,X) , ϕ (Y,X))− α∇̃ ((Y, 0) , (0, 1))
−λ∇̃ ((0, 1) , (X, 0))− λα∇̃ ((0, 1) , (0, 1))
=
(

[X,Y ]g , θ (X,Y )
)

But
[(X,α) , (Y, λ)] g̃ =

(
[X,Y ]g , θ (X,Y )

)
,

which implies that

∇̃ ((X,α) , (Y, λ))− ∇̃ ((Y, λ) , (X,α)) = [(X,α) , (Y, λ)] g̃.
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The operator ∇̃ is associated to a flat torsion-free connection on g̃ .

We can note that if ∇̃′ is another bilinear map on g̃ such that π∗∇̃′ = ∇, the nullity of the torsion of the
linear connection associated to ∇̃′ implies that ∇̃′ satisfies the same conditions (∗). This justifies the choice
of the conditions (∗).

As we want that ∇̃ defines an affine structure on g, we introduce, in order to study the curvature of the
linear connection associated to ∇̃, the following application:

C( (X,α) , (Y, λ) , (Z, ρ))
= ∇̃

(
(X,α) , ∇̃ ((Y, λ) , (Z, ρ))

)
− ∇̃

(
(Y, λ) , ∇̃ ((X,α) , (Z, ρ))

)
−∇̃ ([(X,α) , (Y, λ)] g̃, (Z, ρ)) .

This gives:
C((X,α) , (Y, λ) , (Z, ρ))
= ∇̃((X,α) , (∇ (Y,Z) , ϕ (Y,Z)) + ρ∇̃ ((Y, 0) , (0, 1)) + λ∇̃ ((0, 1) , (Z, 0)) +
λρ∇̃ ((0, 1) , (0, 1)))− ∇̃((Y, λ) , (∇ (X,Z) , ϕ (X,Z)) + ρ∇̃ ((X, 0) , (0, 1)) +
α∇̃ ((0, 1) , (Z, 0)) + αρ∇̃ ((0, 1) , (0, 1)))− ∇̃(([X,Y ]µ , θ(X,Y )), (Z, ρ))

Lemma 20 The operator ∇̃ satisfies:
1)

C((X, 0), (Y, 0), (Z, 0)) = (0, ϕ(X,∇(Y,Z))− ϕ(Y,∇(X,Z))− ϕ([X,Y ]µ , Z))
+ϕ(Y,Z)∇̃((X, 0), (0, 1))− ϕ(X,Z)∇̃((Y, 0), (0, 1))− θ(X,Y )∇̃((Z, 0), (0, 1))

2)
C((X, 0), (0, 1), (Y, 0)) = ∇̃

(
(X, 0) , ∇̃ ((Y, 0) , (0, 1))

)
−∇̃ ((∇(X,Y ), 0), (0, 1))− ϕ (X,Y ) ∇̃ ((0, 1) , (0, 1))

3)
C((0, 1) , (Y, 0) , (0, 1)) = ∇̃

(
(0, 1) , ∇̃ ((Y, 0) , (0, 1))

)
− ∇̃

(
(Y, 0) , ∇̃ ((0, 1) , (0, 1))

)
This follows directly when we develop the expressions.

Proposition 85 If
C((X, 0), (0, 1), (Y, 0)) = 0

then C( (X, 0) , (Y, 0) , (0, 1)) = 0.

In fact,

C((X, 0), (Y, 0), (0, 1)) = ∇̃((X, 0), ∇̃((Y, 0), (0, 1)))− ∇̃((Y, 0), ∇̃((X, 0), (0, 1)))
−∇̃(([X,Y ] , θ(X,Y )), (0, 1))

= ∇̃((∇(X,Y ), 0), (0, 1)) + ϕ(X,Y )∇̃((0, 1), (0, 1))− ∇̃((∇(Y,X), 0), (0, 1))
−ϕ(Y,X)∇̃((0, 1), (0, 1))− ∇̃(([X,Y ] , θ(X,Y )), (0, 1))

= ∇̃(([X,Y ] , 0), (0, 1)) + θ(X,Y )∇̃((0, 1), (0, 1))− ∇̃([X,Y ] , 0), (0, 1))
−θ(X,Y )∇̃(0, 1), (0, 1))

= 0.

Let us write some necessary conditions for the application C to be equal to zero. Let π be the canonical
projection of g̃ on g, that is:

π(X,α) = X.
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Let us identify (X, 0) with X which permits to consider g as a vector subspace of g̃. Let us denote VX the
vector defined by

VX = π(∇̃ ((X, 0) , (0, 1)) .

If C = 0 we have:
C((X, 0) , (Y, 0) , (Z, 0)) = 0

which implies that:
ϕ (Y,Z)VX − ϕ (X,Z)VY − θ (X,Y )VZ = 0

for all X,Y, Z ∈ g.

Remark. If ϕ = 0, we have θ = 0, the extension is trivial and we came out of the symplectic case. The
operator ∇̃ define by

∇̃ ((X, 0) , (Y, 0)) = (∇ (X,Y ) , 0)

∇̃ ((X, 0) , (0, λ)) = 0

∇̃ ((0, µ) , (0, λ)) = 0

give an affine structure on g̃ = g⊕ R which is a direct sum of ideals

We must then suppose that ϕ 6= 0.

10.7.3 Case ϕ = θ
2
.

Then we have
θ ([X,Y ] , Z) = −θ (Y,∇(X,Z))

and we deduce from the lemma the following relations:

C((X, 0) , (Y, 0) , (Z, 0))

= −1
2

(
0, θ

(
[X,Y ]µ , Z

))
+

1
2
θ (Y,Z) ∇̃ ((X, 0) , (0, 1))

−1
2
θ (X,Z) ∇̃ ((Y, 0) , (0, 1))− θ (X,Y ) ∇̃ ((Z, 0), (0, 1)) .

For all X ∈ g we define aX ∈ R by
∇̃((X, 0), (0, 1)) = (VX , aX).

The nullity of the curvature tensor implies that

(∗∗)

{
1
2θ (Y,Z)VX − 1

2θ (X,Z)VY − θ (X,Y )VZ = 0
θ
(

[X,Y ]µ , Z
)

+ θ (Y,Z) aX − θ (X,Z) aY − 2θ (X,Y ) aZ = 0

As θ is of maximal rank, for all X ∈ g, there exists Y,Z ∈ g such as θ (X,Z) = 0 = θ (X,Y ) and θ (Y, Z) = 1.
The first of the relations (∗∗) implies that VX = 0. Thus

∇̃ ((X, 0) , (0, 1)) = (0, aX)

for all X ∈ g. Then we have

∇̃
(

(X, 0) , ∇̃ ((Y, 0) , (0, 1))
)

= ∇̃ ((X, 0) , (0, aY )) = aXaY (0, 1)

and

C((X, 0), (0, 1), (Y, 0)) = 0
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implies that

aXaY (0, 1) = a∇(X,Y ) (0, 1) +
1
2
θ (X,Y ) ∇̃ ((0, 1) , (0, 1)) .

Let us chose X,Y ∈ g such that θ (X,Y ) = 1. We can deduce

π(∇̃ ((0, 1) , (0, 1))) = 0

and then
∇̃ ((0, 1) , (0, 1)) = (0, a), a ∈ R.

Moreover

aXaY = a∇(X,Y ) +
1
2
θ (X,Y ) a

aXaY = a∇(Y,X) −
1
2
θ (X,Y ) a

which gives

θ (X,Y ) a = −a∇(X,Y ) + a∇(X,Y )

= −a[X,Y ].

Let us denote the linear form α de g∗ defined by α(X) = aX . If a 6= 0, then θ (X,Y ) = 1
adα(X,Y ). The

symplectic cocycle θ is then exact. But on any nilpotent Lie algebra, the class of linear forms is odd ([G]).
We deduce that it can not exist exact symplectic form on g and the previous equality can not be true. If
a = 0,

∇̃ ((0, 1) , (0, 1)) = 0

and
a[X,Y ] = 0.

Then the application
α : g→R

given by α(X) = aX defines a one-dimensional linear representation.

Proposition 86 The application ∇̃ on the contact Lie algebra g̃ given by{
∇̃ ((X, 0) , (Y, 0)) = (∇ (X,Y ) , 1/2θ (X,Y ))
∇̃ ((X, 0) , (0, λ)) = ∇̃ ((0, λ) , (X, 0))

where ∇ is the affine structure on g = g̃
Z(g̃) associated to the symplectic structure θ is an affine structure if

there exits a one-dimensional representation of g such that

θ
(

[X,Y ]µ , Z
)

+ θ (Y,Z) aX − θ (X,Z) aY − 2θ (X,Y ) aZ = 0

for all X,Y, Z ∈ g.

10.7.4 General case

We still suppose
θ ([X,Y ] , Z) = −θ (Y,∇(X,Z))

We saw that the nullity of the curvature of the connection associated to the bilinear application ∇̃ implies:

ϕ (Y,Z)VX − ϕ (X,Z)VY − θ (X,Y )VZ = 0

for all X,Y, Z ∈ g.
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Let us suppose that we have X ∈ g such that VX 6= 0. Let us take a vector X satisfying this property. The
orthogonal space for θ of the space R {X} is of codimension 1. Let Y ∈ R {X}⊥ . Then θ (X,Y ) = 0 and

ϕ (Y,Z)VX = ϕ (X,Z)VY , Z ∈ g

If we can find a vector Z ∈ g such as ϕ (Y, Z) 6= 0, we have that VY 6= 0 and in this case the non zero vectors
VX and VY are colinear. Let us assume that

VX = λX,Y VY

then
λX,Y ϕ (Y, Z) = ϕ (X,Z)

for all Z ∈ g. Let us consider a basis (X1, · · · , X2m) of g in which the matrix of θ is reduced to the following
form: 

0 1
−1 0 0

. . .

0
0 1
−1 0


This shows that the matrix of ϕ is at least of rank 2 because ϕ (X,Y )− ϕ (Y,X) = θ (X,Y ) . For instance,
if g is 4-dimensional, the matrix of ϕ would be of the following form:

α1 α2 α3 α4

α2 − 1 α6 α7 α8

α3 α7 α11 α12

α4 α8 α12 − 1 α16


We can suppose that ϕ (X1, ·) 6= 0 (in other case, there would exist a vector Xi such that ϕ (Xi, Z) 6= 0 since
ϕ is of non zero rank and it is sufficient to take a basis adapted to θ with Xi as first vector). Let Y belong
to vector space {X3, · · · , X2n}; we have that θ (X1, Y ) = 0

ϕ (X1, Z) = λX1,Y ϕ (Y,Z) for all Z ∈ g

and
λX1,Y 6= 0

Therefore the (2m− 2) last columns of the matrix of ϕ (associated to the chosen basis) are proportional to
the first one. But we also have θ (X2, X3) = 0 and

ϕ (X2, Z) = λX2,X3ϕ (X3, Z)

Similarly we show that θ (X1, X3) = 0 and

ϕ (X1, Z) = λX1,X3ϕ (X3, Z) for all Z ∈ g.

We deduce that ϕ (X2, Z) = λϕ (X1, Z) , which implies that ϕ is of rank 1. This is impossible and then we
have VX = 0.

Proposition 87 Let g̃ be a contact nilpotent Lie algebra. If the affine structure ∇ which is defined by a
symplectic cocycle on ḡ = g̃

Z(g̃) can be extended to an affine structure ∇̃ on g̃, we have:

π(∇̃ (X,T )) = 0

for all X∈ g and T ∈ Z(g̃).
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We have that for all vector X in g, VX = 0 and ∇̃ ((X, 0) , (0, 1)) = (0, aX) . Then the equality

C((X, 0) , (Y, 0) , (Z, 0)) = 0

implies that
ϕ (X,∇ (Y, Z))− ϕ (Y,∇ (X,Z))− ϕ

(
[X,Y ]µ , Z

)
= −aXϕ (Y, Z) + aY ϕ (X,Z) + aZθ (X,Y )

Similarly C((X, 0), (0, 1), (Y, 0)) = 0 implies that

∇̃ ((X, 0) , (0, aY ))−
(
0, a∇(X,Y )

)
− ϕ (X,Y ) ∇̃ ((0, 1) , (0, 1)) = 0.

This gives the following equation

ϕ (X,Y ) ∇̃ ((0, 1) , (0, 1)) = (aY aX − a∇(X,Y ))(0, 1)

and
ϕ (Y,X) ∇̃ ((0, 1) , (0, 1)) = (aY aX − a∇(Y,X))(0, 1)

if we permute the vectors X and Y . We combine this two equations to obtain:

θ(X,Y )∇̃ ((0, 1) , (0, 1)) = (a∇(Y,X) − a∇(X,Y ))(0, 1)
= a[X,Y ](0, 1).

This shows in particular that ∇̃ ((0, 1) , (0, 1)) = ρ(0, 1) and

ρθ(X,Y ) = a[X,Y ].

Finally C((0, 1) , (Y, 0) , (0, 1)) = 0 implies

aY ∇̃ ((0, 1) , (0, 1)) = ∇̃
(

(Y, 0) , ∇̃ ((0, 1) , (0, 1))
)

thus
aY ∇̃ ((0, 1) , (0, 1)) = ρ (0, aY ) .

This last equation is already satisfied.
Then let us suppose ρ 6= 0. In this case a[X,Y ] 6= 0 when θ(X,Y ) 6= 0. Let us take X in Z(g). As θ is

of maximal rank, there is one Y such that θ(X,Y ) 6= 0. But [X,Y ] = 0 implies a[X,Y ] = 0. This leads to
contradiction.

Conclusion . As ρ = 0 we have that ∇̃ ((0, 1) , (0, 1)) = 0. Then a[X,Y ] = 0 and the application α : g→R
defined by α(X) = aX gives an one-dimensional linear representation of g. We deduce

Theorem 110 Let α : g→R be a one-dimensional linear representation of g.
When α is the trivial representation, ∇̃ is an affine structure if and only if
1) ∇̃ (U, (0, 1)) = 0 for all U ∈ g̃.

2) ϕ satisfies ϕ (X,∇ (Y,Z))−ϕ (Y,∇ (X,Z))−ϕ
(

[X,Y ]µ , Z
)

= 0, i.e. if it is a 2-cocycle for cohomology
of the Vinberg algebra associated to ∇ with values in a trivial module.

When α is a non-trivial representation, ∇̃ is an affine structure if and only if
1) ∇̃ ((0, 1) , (0, 1)) = 0 , ∇̃ ((X, 0) , (0, 1)) = 0 for all X ∈ Kerα.

2) ϕ (X,∇ (Y, Z))− ϕ (Y,∇ (X,Z))− ϕ
(

[X,Y ]µ , Z
)

= α(Z)θ(X,Y ) for all X,Y ∈ Ker(α).
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10.8 Current affine structures on nilpotent or solvable Lie algebras

In the first part, we have introduced the notion of associated current operad. Recall that any affine structure
on a Lie algebra is determinate by a Vinberg algebra. If we consider the operad of Vinberg algebras, the
associated current operad is the dual operad denoted by Perm. A Perm-algebra is an associative algebra
satisfying

abc = bac

for any a, b, c in this algebra. This result permits to construct interesting classes of Vinberg algebras and to
give new examples of Lie algebras provided with affine structure. For example suppose dimA = dimB = 2.
Then A is isomorphic to one of the following algebras :

1. A is commutative and isomorphic to

A1 :

 X1 ·X1 = X1

X1 ·X2 = X2 ·X1 = X2

X2 ·X2 = X2

A2 :

 X1 ·X1 = X1

X1 ·X2 = X2 ·X1 = X2

X2 ·X2 = 0

A3 :

 X1 ·X1 = X1

X1 ·X2 = X2 ·X1 = X2

X2 ·X2 = −X1

A4 : {X1 ·X1 = X2

A5 :
{
X1 ·X1 = X1 A6 :

{
Xi ·Xj = 0

2. A is non commutative and isomorphic to

A7 :


X1 ·X1 = b2+2e

e X1 − b b
2+e
e2 X2

X1 ·X2 = bX1 − b2−e
e X2

X2 ·X1 = bX1 − b2

e X2

X2 ·X2 = eX1 − bX2

A8 :

 X1 ·X1 = aX1 + cX2

X1 ·X2 = X2

X2 ·X1 = X2.X2 = 0

A9 :


X1 ·X1 = aX1

X1 ·X2 = (a+ 1)X2

X2 ·X1 = aX2

X2 ·X2 = 0

In this case the Lie algebra associated to A is the two-dimensional solvable abelian Lie algebra.

Let us classify the V inb! algebra of dimension 2.

1. B is commutative and isomorphic to Ai, i = 1, .., 7.

2. B is non commutative and isomorphic to

B7 :

 e1 · e1 = e1

e1 · e2 = e2

e2 · e1 = e2 · e2 = 0

If A and B are commutative, the corresponding Lie algebra is the 4-dimensional abelian Lie algebra.

Suppose A is commutative and B is not commutative. In this case the bracket of the Lie algebra associated
to A⊗B satisfy

[Xi ⊗ ej , Xk ⊗ el] = XiXk ⊗ ejel −XkXi ⊗ elej = XiXk ⊗ [ej , el]

with [e1, e2] = e2.

When we put fij = Xi⊗ej , we obtain the following list of Lie algebras, gi7,underlying to the Vinberg algebra
Ai ⊗B7:
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g17 [f11, f12] = f12, [f11, f22] = f22, [f12, f21] = −f22, [f21, f22] = f22

g27 [f11, f12] = f12, [f11, f22] = f22, [f12, f21] = −f22

g37 [f11, f12] = f12, [f11, f22] = f22, [f12, f21] = −f22, [f21, f22] = −f12

g47 [f11, f12] = f22

g57 [f11, f12] = f12

g67 abelian

Likewise, if A is a non commutative Vinberg algebra and B a commutative V inb!. algebra then the bracket
of the corresponding Lie algebra satisfies

[Xi ⊗ ej , Xk ⊗ el] = XiXk ⊗ ejel −XkXi ⊗ elej = [Xi, Xk]⊗ ejel

For the algebras Ai⊗Bj , i = 7, 8, 9, let us note that the corresponding Lie algebras gij satisfy g7j = g8j = g9j

for j = 1, · · · , 7. Using the same previous notations we obtain the following Lie algebras :

gi1 [f11, f21] = f21, [f11, f22] = f22, [f12, f21] = f22, [f12, f22] = f22

gi2 [f11, f21] = f21, [f11, f22] = f22, [f12, f21] = f22

gi3 [f11, f21] = f22, [f11, f22] = f22, [f12, f21] = f22, [f12, f22] = −f21

gi4 [f11, f21] = f22

gi5 [f11, f21] = f21

gi6 abelian

At last, let us look the case A = Ai, i = 7, 8, 9 and B = B7. We obtain :

g77 : [f11, f12] = b2+2e
e f12 − b b

2+e
e2 f22, [f11, f21] = f21,

[f11, f22] = bf12 − b2−e
e f22

[f12, f21] = −bf12 + b2

e f22, [f21, f22] = ef12 − bf22

g87 : [f11, f12] = af12, [f11, f21] = f21, [f11, f22] = (a+ 1) f22,
[f12, f21] = −af22.

g97 : [f11, f12] = af12 + cf22, [f11, f21] = f21, [f11, f22] = f22

Comparing with the classification of 4-dimensional real Lie algebras presented in [?], we obtain :

Theorem 111 The following solvable Lie algebras have an affine structure of tensorial type :
g3,2(1)⊕ R, g4,5(1, a), g4,6(1), g4,9(α), g4,10, g2 ⊕ g2, g4,1

g4,2, g2 ⊕ R2, g3,1(1)⊕ R, R4.
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Chapter 11

RIEMANNIAN Γ-SYMMETRIC
SPACES

A Γ-symmetric space is a reductive homogeneous space M = G/H provided at each of its points with a
finite abelian group of ”symmetries” isomorphic to Γ. In case of Γ = Zp2, the Lie algebra g of G is graded
by Γ and this grading permits to construct again the symmetries of M . An adapted Riemannian metric will
be a tensor metric for which the symmetries are isometries. We give in case of p = 2 the classification of
compact Z2

2-symmetric spaces corresponding to G compact simple. In particular we find again the oriented
flag manifold. For this class of nonsymmetric spaces and for the space SO(2m)/Sp(m) we describe all these
metrics. In particular we prove that in the definite positive case, these metrics are not, in general, naturally
reductive. We class also the Lorentzian Z2

2-symmetric metrics.

11.1 Riemannian reductive homogeneous spaces

Let M = G/H be a homogeneous space where G is a connected Lie group which acts effectively on M . It
is a reductive space if the Lie algebra g of G can be decomposed into a direct sum of vector spaces of the
Lie algebra h of H and an ad(H)-invariant subspace m:{

g = h + m
ad(H)m ⊂ m.

If H is connected, and we will assume it in all the following, the second condition is equivalent to

[h,m] ⊂ m.

We denote by ∇M (or simply ∇) the canonical G-invariant connection on M . Recall that its torsion tensor
T∇M and curvature tensor R∇M satisfy:

T∇M (X,Y )0 = [X,Y ]m, X, Y ∈ m (0 denotes the class of 1G in G/H),
(R∇M (X,Y )Z)0 = −[[X,Y ], Z], X, Y, Z ∈ m,

∇MT∇M = ∇MR∇M = 0.

We denote by ∇̃M the natural (complete) torsion-free G-invariant connection on M . It admits the same
geodesics as ∇M and it is defined by

∇̃M (X)(Y ) =
1
2

[X,Y ]m, X, Y ∈ m.

Let g be a G-invariant indefinite Riemannian metric on the reductive homogeneous space M = G/H. It
is completely determinate by an ad(H)-invariant non degenerate symmetric bilinear form B on m, the
correspondence is given by

B(X,Y ) = g(X,Y )0, X, Y ∈ m.

175
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Recall that g is positive definite if and only if B is positive definite. We denote by ∇g the corresponding
Riemannian connection. It coincides with the natural connection ∇̃M if and only if we have

∀X,Y, Z ∈ m, B(X, [Z, Y ]m) +B([Z,X]m, Y ) = 0.

In this case the Riemannian reductive homogeneous space M is said to be naturally reductive.

For example, if M is a symmetric space, that is, the decomposition of g satisfies g = h + m with [h, h] ⊂ h
[h,m] ⊂ m
[m,m] ⊂ h

then the canonical and the natural connections coincide. Moreover if ∇g is a Riemannian symmetric
connection, that is, the symmetries of M are isometries, we have

∇M = ∇̃M = ∇g

and M is naturally reductive.

11.2 Riemannian Γ-symmetric spaces

11.2.1 Γ-symmetric spaces

Let Γ be a finite abelian group. A Γ-symmetric space is a triple (G,H,ΓG) where G is a connected Lie
group, H a closed subgroup of G and ΓG an abelian finite subgroup of the group of automorphisms of G
isomorphic to Γ:

ΓG = {ργ ∈ Aut(G), γ ∈ Γ}

such that H lies between GΓ, the closed subgroup of G consisting of all elements left fixed by the automor-
phisms of ΓG, and the identity component of GΓ. The elements of ΓG satisfy: ργ1 ◦ ργ2 = ργ1γ2 , ∀γ1, γ2 ∈ Γ

ρe = Id where e is the unit of Γ
(ργ(g) = g ∀γ ∈ Γ)⇐⇒ g ∈ H.

We also suppose that H does not contain any proper normal subgroup of G.

Given a Γ-symmetric space (G,H,ΓG), we construct for each point x of M = G/H a subgroup Γx of
Diff(M), the group of diffeomorphisms of M , isomorphic to Γ and which has x as an isolated fixed point.
We denote by ḡ the class of g ∈ G in M and by e the identity of G. We consider

Γē = {s(γ,ē) ∈ Diff(M), γ ∈ Γ},

with s(γ,ē)(ḡ) = ργ(g). For another point x = g0 of M we have

Γx = {s(γ,x) ∈ Diff(M), γ ∈ Γ},

with s(γ,ḡ0)(y) = g0(s(γ,ē))(g−1
0 y). All these subgroups Γx of Diff(M) are isomorphic to Γ. The elements of

Γx will be called the symmetries of M at the point x or more generally the symmetries of M.

Remark. If (G,H,ΓG) is a Γ-symmetric space, we will also say that the homogeneous space M = G/H is
Γ-symmetric.
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11.2.2 Γ-grading of the Lie algebra g of G

Let (G,H,ΓG) be a Γ-symmetric space. Let g (resp. h ) be the Lie algebra of G (resp. H). Each
automorphism ργ of G induces an automorphism τγ of g and the set

Γg = {τγ ∈ Aut(g), γ ∈ Γ}

is a finite group isomorphic to Γ such that (∀γ ∈ Γ, τγ(X) = X )⇔ X ∈ h. As each of the linear morphism
τγ is diagonalizable, the relation τγ ◦ τγ′ = τγ′ ◦ τγ implies that g is a vectorial direct sum of root spaces
gχ, χ ∈ Γ∗ where Γ∗ denotes the dual group of Γ. As Γ is abelian, Γ∗ is isomorphic to Γ and we can identify
Γ and Γ∗. We deduce that g is Γ-graded, g = ⊕

γ∈Γ
gγ with ge = h where e is the identity of Γ.

Conversely, we prove in [8] that every Γ-graded Lie algebra g = ⊕
γ∈Γ

gγ determines a Γ-symmetric space

(G,H,Γ) where G (resp. H) is a connected Lie group associated to g (resp. ge).

Theorem 112 Every Γ-symmetric space is a reductive homogeneous space.

In fact, if M = G/H is a Γ-symmetric space, the Lie algebra g of G is Γ-graded, that is, g = ⊕
γ∈Γ

gγ . Then

we put h = ge and m = ⊕
γ∈Γ,γ 6=e

gγ . We have [h,m] ⊂ m and [m,m] ⊂ h. If we assume that H is connected,

this implies that M = G/H is a reductive space

11.2.3 Riemannian and Indefinite Riemannian Γ-symmetric spaces

Let M = G/H be a Γ-symmetric space. Recall that for all x ∈ M,Γx = {s(γ, x), γ ∈ Γ} is a subgroup
of Diff(M) isomorphic to Γ. Let S(γ, x) be the tangent map Txs(γ, x). Thus S(γ, x) ∈ GL(TxM) and
{S(γ, x), γ ∈ Γ} is a finite subgroup of GL(TxM) isomorphic to Γ.

Definition 113 A Riemannian (resp. Indefinite Riemannian) metric on M is called a Γ-symmetric Rie-
mannian (resp. Indefinite Riemannian) metric if for all x ∈ M , the linear symmetries S(γ, x), γ ∈ Γ are
isometries.

Remark. If Γ = Z2 = Z/2Z, we find the classical notion of Riemannian symmetric space again. When the
Riemannian metric g is positive definite, the natural and canonical connections coincide, and they are also
equal to the Riemannian connection associated to g. All these spaces are naturally reductive. In general,
this property is false for the Riemannian Γ-symmetric spaces, when Γ is not isomorphic to Z2. We will see
in the following section examples of Z2

2-Riemannian spaces which are not naturally reductive.

11.2.4 Irreducible Riemannian Γ-symmetric spaces

Let (G,H,ΓG) be a Γ-symmetric space. Since G/H is a reducible homogeneous space with an ad (H)-
invariant decomposition g = ge ⊕ m, the Lie algebra of the holonomy group of ∇ is spanned by the en-
domorphisms of m given by R(X,Y )0 for all X,Y ∈ m. Recall that (R(X,Y )Z)0 = −[[X,Y ]h, Z] for all
X,Y, Z ∈ m. In particular we have R(X,Y )0 = 0 as soon as X ∈ gγ , Y ∈ gγ′ with γ, γ′ 6= e. For example, if
Γ = Z2

2 then g = ge ⊕ ga ⊕ gb ⊕ gc and R(ga, gb)0 = R(ga, gc)0 = R(gb, gc)0 = 0.

Lemma 21 Let g be a simple Lie algebra Z2
2-graded. Then

[ga, ga]⊕ [gb, gb]⊕ [gc, gc] = ge.

Proof. Let U denote [ga, ga]⊕ [gb, gb]⊕ [gc, gc]. Then I = U ⊕ ga⊕ gb⊕ gc is an ideal of g. In fact, X ∈ I is
decomposed as XU +Xa +Xb +Xc. The main point is to prove that [XU , Y ] is in I for any Y ∈ ge. But XU

is decomposed as [Xa, Ya] + [Xb, Yb] + [Xc, Yc]. The Jacobi identity shows that [[Xa, Ya], Y ] ∈ [ga, ga] and it
is similar for the other components. Then I is an ideal of g which is simple, and hence U = ge.

One should note that in any case, as soon as Γ is not Z2, the representation ad ge is not irreducible on m.
In fact, each component gγ is an invariant subspace of m.
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Definition 114 The representation ad ge on m is called Γ-irreducible if m cannot be written m = m1 ⊕m2

with ge ⊕m1 and ge ⊕m2 Γ-graded Lie algebras.

Example. Let g1 be a simple Lie algebra and g = g1 ⊕ g1 ⊕ g1 ⊕ g1. Let σ1, σ2, σ3 be the automorphisms
of g given by  σ1(X1, X2, X3, X4) = (X2, X1, X3, X4),

σ2(X1, X2, X3, X4) = (X1, X2, X4, X3),
σ3 = σ1 ◦ σ2.

They define a (Z2
2)-graduation on g and we have ge = {(X,X, Y, Y )} , ga = {(0, 0, Y,−Y )} , gb = {(X,−X, 0, 0)}

and gc = {(0, 0, 0, 0)} with X,Y ∈ g1. In particular, ga is isomorphic to g1, hence [ge, ga] = ga and, since
g1 is simple, we cannot have ga = g1

a + g2
a with [ge, gia] = gia for i = 1, 2. Then g is (Z2

2)-graded and this
decomposition is (Z2

2)-irreducible.

Suppose now that g is a simple Lie algebra. Let K be the Killing-Cartan form of g. It is invariant by all
automorphisms of g. In particular

K(τγX, τγY ) = K(X,Y )

for any τγ ∈ Γ̌. If X ∈ gα and Y ∈ gβ , α 6= β there exists γ ∈ Γ such that τγX = λ(α, γ)X and
τγY = λ(β, γ)Y with λ(α, γ)λ(β, γ) 6= 1. Thus K(X,Y ) = 0 and the homogeneous components gγ are
pairwise orthogonal with respect to K. Moreover Kγ = K|gγ is a nondegenerate bilinear form. Since g is a
simple Lie algebra, there exists an ad ge-invariant inner product B̃ on g such that the restriction B = B̃|m to
m defines a Riemannian Γ-symmetric structure on G/H. This means that B̃(gγ , gγ′) = 0 for γ 6= γ′ ∈ Γ. We
consider an orthogonal basis of B̃. For each X ∈ ge, adX is expressed by a skew-symmetric matrix (aij(X))
and K(X,X) =

∑
i,j aij(X)aji(X) < 0. This implies that K is negative-definite on ge.

Let Kγ and Bγ be the restrictions of K and B to the homogeneous component gγ . Let β ∈ m∗ be such
that

Kγ(X,Y ) = Bγ(βγ(X), Y )

for all X,Y ∈ gγ and βγ = β|gγ . Since Bγ is nondegenerate on gγ , the eigenvalues of βγ are real and non-zero.
The eigenspaces g1

γ , · · · , gpγ of βγ are pairwise orthogonal with respect to Bγ and Kγ . But for every Z ∈ ge
we have

Kγ([Z,X], Y ) = Kγ(X, [Z, Y ]) = Bγ(βγ(X), [Z, Y ])

and hence Bγ(βγ [Z,X], Y ) = Bγ([Z, βγ(X)], Y ) for every Y ∈ gγ and βγ [Z,X] = [Z, βγ(X)], implying that
βγ ◦ adZ = adZ ◦ βγ for any Z ∈ ge. This yields [ge, giγ ] ⊂ giγ .

Now we examine the particular case of Γ = Z2
2. The eigenvalues of the involutive automorphisms τγ being

real, the Lie algebra g admits a real Γ-decomposition g =
∑
γ∈Z2

2
gγ . Then we can assume that g is a real

Lie algebra. Now if i 6= j we have

Kγ([giγ , g
j
γ ], [giγ , g

j
γ ]) ⊂ K([giγ , g

j
γ ], ge) ⊂ (giγ , g

j
γ) = 0

and we have, for i 6= j:
[giγ , g

j
γ ] = {0}

Let {e, a, b, c} be the elements of Z2
2 with a2 = b2 = c2 = e and ab = c. Each component gγ , γ 6= e, satisfies

[gγ , gγ ] ⊂ ge and ge ⊕ gγ is a symmetric Lie algebra. Endowed with the inner product B̃, the Lie algebra
ge⊕gγ is an orthogonal symmetric Lie algebra. The Killing-Cartan form is not degenerate on ge⊕gγ . Then
ge ⊕ gγ is semi-simple. It is a direct sum of orthogonal symmetric Lie algebras of the following two kinds:

i) g = g′ + g′with g′ simple
ii) g is simple.

The first case has been studied above and the representation is (Z2
2)-irreducible. In the second case ad [gγ , gγ ]

is irreducible in gγ and the representation is (Z2
2)-irreducible on m.
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11.3 Classification of compact simple Z2
2 symmetric spaces

The paper [8] is, in a large part, devoted to the classification of Z2
2-symmetric spaces G/H in case of g is simple

of classical type. Recently, in [71], the exceptional case has been developed. Combining both results, we have
a complete classification of Z2

2-symmetric space G/H when g is simple complex. From these classifications,
we can easily deduce the classification of compact Z2

2-symmetric spaces when g is compact and real simple.
Following the terminology of [12] and [8], if (G,H,Z2

2) is a Z2
2-symmetric space, the corresponding pair (g, h)

of Lie algebras is called local symmetric space. From the local classification, it is very easy to exhibit the
classification of the Z2

2-symmetric spaces when G and H are connected and G simply connected. In the
following table, we give the list of local Z2

2-symmetric spaces when g is real simple of compact type and non
exceptional.

(g, h)
(su(2n), su(n))
(su(k1 + k2), su(k1)⊕ su(k2)⊕ C)
(su(k1 + k2 + k3), su(k1)⊕ su(k2)⊕ su(k3)⊕ C2)
(su(k1 + k2 + k3 + k4), su(k1)⊕ su(k2)⊕ su(k3)⊕ su(k4)⊕ C3)
(su(n), so(n))
(su(2m), sp(m))
(su(k1 + k2), so(k1)⊕ so(k2))
(su2(k1 + k2), sp(2k1)⊕ sp(2k2))
(so(k1 + k2 + k3), so(k1)⊕ so(k2)⊕ so(k3)
(so(k1 + k2 + k3 + k4), so(k1)⊕ so(k2)⊕ so(k3)⊕ so(k4))
(so(4m), sp(2m))
(so(2m), so(m))
(so(8), su(3)⊕ su(1))
(sp(k1 + k2 + k3 + k4), sp(k1)⊕ sp(k2)⊕ sp(k3)⊕ sp(k4))
(sp(4m), sp(2m))
(sp(2m), so(m))

11.4 On the classification of Riemannian compact Z2
2-symmetric

spaces

Let (M = G/H, g) be a Riemannian Z2
2-symmetric space. We assume that the local pair is in the previous

table. In this case, M is compact. To each local pair, we have to classify, up to an isometry, the corresponding
ad(H)-invariant bilinear form B. With regard to the symmetric case, the computation is more complicated
because we obtain, not only the Killing Cartan metric, but also a large class of definite positive or only non
degenerate invariant bilinear forms. In the work, we are interested by two classes

• The Z2
2-symmetric flag manifolds. These spaces have been very well studied and our approach permits

to look these metrics with the symmetric point of view.

• The homogeneous space SO(4m)/Sp(2m) because it has no equivalent in the symmetric case.

11.4.1 Z2
2-symmetric metrics on flag manifolds

Let M = SO(2l + 1)/SO(r1) × SO(r2) × SO(r3) × SO(r4) be an oriented flag manifold (with r1r2r3 6= 0.
This manifold is a Z2

2-symmetric space and the grading of the Lie algebra so(2l + 1) is given by

ge =


X1 0 0 0
0 X2 0 0
0 0 X3 0
0 0 0 X4

 , ga =


0 A1 0 0
− tA1 0 0 0

0 0 0 A2

0 0 − tA2 0


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gb =


0 0 B1 0
0 0 0 B2

− tB1 0 0 0
0 − tB2 0 0

 , gc =


0 0 0 C1

0 0 C2 0
0 − tC2 0 0
− tC1 0 0 0

 .

where A1 (resp. B1, C1, C2, A2, Xi) is a matrix of order (r1, r2) (resp. (r1, r3), (r1, r4), (r2, r3), (r2, r4), (r3, r4)
and (ri, ri)). Let B be a ge-invariant inner product on g. By hypothesis B(gα, gβ) = 0 as soon as α 6= β in
Z2

2. This shows that B is written as B = Bge +Bga +Bgb +Bgc where Bgx is an inner product on gx. We
denote by {α1

ij , α
2
ij , β

1
ij , β

2
ij , γ

1
ij , γ

2
ij} the dual basis of the elementary basis of A1 ⊕A2 ⊕B1 ⊕B2 ⊕ C1 ⊕ C2

given by the elementary matrices. A direct computation conduces to the following result:

Proposition 88 Every ad(ge)-invariant inner product on m = ga ⊕ gb ⊕ gc is given by the formula

B = tA1Σ(α1
ij)

2 + tA2Σ(α2
ij)

2 + tB1Σ(β1
ij)

2 + tB2Σ(β2
ij)

2 + tC1Σ(γ1
ij)

2 + tC2Σ(γ2
ij)

2

with tA1 , tA2 , tB1 , tB2 , tC1 , tC2 not zero.

Consequences.

1. Such a bilinear form defines a naturally reductive structure on M if and only if

tA1 = tA2 = tB1 = tB2 = tC1 = tC2 = λ > 0.

2. On Lorentzian Z2
2-symmetric structure.

Definition 115 Let (G,H,ΓG) be a Γ-symmetric space, g a semi-Riemannian metric of signature (1, n−1)
where n = dimM and B the corresponding adge-invariant symmetric bilinear form on m . Then M = G/H
is called a Γ-symmetric Lorentzian space if the homogeneous components of m are pairwise orthogonal with
respect to B.

From the classification of adge-invariant forms on so(2l + 1) given in Proposition 88, the (Z2
2)-symmetric

space SO(2l+1)/SO(r1)×· · ·×SO(r4) is Lorentzian if and only if there exists one homogeneous component
of m of dimension 1. For example if we consider the (Z2

2)-symmetric space SO(5)/SO(2)×SO(2)×SO(1) the
homogeneous components are of dimension 2 and every semi-Riemannian metric is of signature (2p, 8− 2p)
and cannot be a Lorentzian metric. So SO(5)/SO(2) × SO(2) × SO(1) cannot be Lorentzian (as a Z2

2-
symmetric space). Nevertheless one may consider the grading of so(5) given by

0 a1 b1 b2 b3
−a1 0 c1 c2 c3
−b1 −c1 0 x1 x2

−b2 −c2 −x1 0 x3

−b3 −c3 −x2 −x3 0


where ge is parameterized by x1, x2, x3, ga by a1, gb by b1, b2, b3 and gc by c1, c2, c3. Let us denote by
{X1, X2, X3, A1, B1, B2, B3, C1, C2, C3} the corresponding graded basis. Here ge is isomorphic to so(3) ⊕
so(1)⊕ so(1) and we obtain the Z2

2-symmetric homogeneous space

SO(5)/SO(3)× SO(1)× SO(1) = SO(5)/SO(3).

Every nondegenerate symmetric bilinear form on so(5) invariant by ge = so(3) is written

q = t(ω2
1 + ω2

2 + ω2
3) + uα2

1 + v(β2
1 + β2

2 + β2
3) + w(γ2

1 + γ2
2 + γ2

3)

where{ωi, α1, βi, γi} is the dual basis of the basis {Xi, A1, Bi, Ci}. In particular, we obtain:
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11.4.2 The Z2
2-Riemannian symmetric space SO(2m)/Sp(m)

We first define the grading of so(2m). Consider the matrices

Sm =
(

0 Im
−In 0

)
, Xa =

(
−1 0

0 1

)
, Xb =

(
0 1
1 0

)
, Xc =

(
0 −1
1 0

)
.

The linear maps on so(2m) given by τα(M) = J−1
α MJα, α = a, b, c where Ja = Sm⊗Xa, Jb = Sm⊗Xb, Jc =

Sm ⊗Xc are involutive automorphisms of so(2m) which pairwise commute. Thus {Id, τa, τb, τc} is a finite
subgroup of Aut(so(2m)) isomorphic to Z2

2. We deduce the Z2
2-grading

so(2m) = ge ⊕ ga ⊕ gb ⊕ gc

where

ge =




A1 B1 A2 B2

−B1 A1 B2 −A2

−tA2 −tB2 A1 B1

−tB2
tA2 −B1 A1

 with
tA1 = −A1,

tB1 = B1
tA2 = A2,

tB2 = B2


ga =




Xa Ya Za Ta
Ya −Xa −Ta Za

−tZa tTa −Xa −Ya
−tTa −tZa −Ya Xa

 with
tXa = −Xa,

tYa = −Ya
tZa = −Za, tTa = Ta


gb =




Xb Yb Zb Tb
−Yb Xb Tb Zb
−tZb −tTb −Xb −Yb
−tTb −tZb Yb −Xb

 with
tXb = −Xb,

tYb = Yb
tZb = −Zb, tTb = −Tb


gc =




Xc Yc Zc Tc
Yc −Xc −Tc Zc

−tZc tTc Xc Yc
−tTc −tZc Yc −Xc

 with
tXc = −Xc,

tYc = −Yc
tZc = Zc,

tTc = −Tc


The subalgebra ge is isomorphic to sp(m) and from [8] , every Z2

2-grading of so(2m) such that ge is isomorphic
to sp(m) is equivalent to the previous one.‘The symmetries of the Z2

2-symmetric space SO(2m)/Sp(m) at
any point x can be described as soon as we know the expression of the symmetries at the point 1̄, the class
on the quotient SO(2m)/Sp(m) of 1, the unit of the group SO(2m). Moreover we have sγ,1̄(A) = (ργ(A))
with ρα(A) = J−1

α AJα, α = a, b, c. Let g be a Riemannian Z2
2-symmetric metric on SO(2m)/Sp(m). The

corresponding bilinear form B on ga⊕gb⊕gc is ge -invariant and the linear spaces ga, gb, gc are orthogonal.
Then B writes B = Ba + Bb + Bc where Bγ is a nondegenerate bilinear form on gγ for γ = a, b, c such
that the kernel contains ⊕γ′ 6=γgγ′ . Let {Xγ,ij , Yγ,ij , Zγ,ij , Tγ,ij} the basis of gγ given by elementary matrices
which generate (Xγ , Yγ , Zγ , Tγ) and {αγ,ij , βγ,ij , γγ,ij , δγ,ij} its dual basis.

Proposition 89 Every Riemannian (indefinite) Z2
2-symmetric on

SO(2m)/Sp(m) is defined from the bilinear form B whose quadratic form is written qB = qga + qgb + qgb
with 

qga = λa1
(∑

(α2
a,ij + β2

a,ij + γ2
a,ij

)
+
∑
i6=j

δ2
a,ij) + λa2(δ2

a,ii) + (λa2 −
λa1
2 )(

∑
i<j

(δa,iiδa,jj)

qgb = λb1(
∑

(α2
b,ij + γ2

ij) + δ2
b,ij +

∑
i 6=j

β2
b,ij) + λb2(β2

b,ii) + (λb2 −
λb1
2 )(

∑
i<j

(βb,iiβb,jj)

qgc = λc1(
∑

(β2
c,ij + γ2

c,ij) + δ2
c,ij +

∑
i 6=j

α2
c,ij) + λc2(α2

c,ii) + (λc2 −
λc1
2 )(

∑
i<j

(αc,iiαc,jj)

Let γ ∈ {a, b, c}. The eigenvalues of qgγ are

µ1,γ = λγ1 , µ2,γ = λγ2/2 + λγ1/4, µ3,γ = λγ2
r + 1

2
− λγ1

r − 1
4

,
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where r = m2+m−2
m2+m+2 is the order of symmetric matrices Ta, Yb, Zc. These roots are respectively of multiplicities

dimgγ − r, r − 1, 1. We deduce

Theorem 116 Every definite positive Riemannian Z2
2-symmetric metric on SO(2m)/Sp(m) is given from

the bilinear form B whose quadratic associated form

qB = qga(λa1 , λ
a
2) + qgb(λ

b
1, λ

b
2) + qgb(λ

b
1, λ

b
2)

satisfies λγ1 > 0 and λγ2 > λγ1
m2+m−2

2(m2+m+2 ) for all γ ∈ {a, b, c}. Such a metric is naturally reductive if and only
if

λa1 = λb1 = λc1 = 2λa2 = 2λb2 = 2λc2.

For the lorentzian case, we have

Theorem 117 Every lorentzian Z2
2-symmetric metric on SO(2m)/Sp(m) is given from the bilinear form B

whose quadratic associated form

qB = qga(λa1 , λ
a
2) + qgb(λ

b
1, λ

b
2) + qgb(λ

b
1, λ

b
2)

satisfies 
∀γ ∈ {a, b, c}, λγ1 > 0,
∃γ0 ∈ {a, b, c} such that − λγ0

1 /2 < λγ0
2 < λγ0

1
r−1

2(r+1) ,

∀γ 6= γ0, λγ2 > λγ1
r−1

2(r+1) .
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Chapter 12

Deformations with coefficients in a
valuation ring

We develop the notion of deformations using a valuation ring as ring of coefficients. This permits to consider
in particular the classical Gerstenhaber deformations of associative or Lie algebras as infinitesimal deforma-
tions and to solve the equation of deformations in a polynomial frame. We consider also the deformations
of the enveloping algebra of a rigid Lie algebra and we define valued deformations for some classes of non
associative algebras.

12.1 Valued deformations of Lie algebras

12.1.1 Rings of valuation

We recall briefly the classical notion of ring of valuation. Let F be a (commutative) field and A a subring of
F. We say that A is a ring of valuation of F if A is a local integral domain satisfying:

If x ∈ F−A, then x−1 ∈ m.

where m is the maximal ideal of A.
A ring A is called ring of valuation if it is a ring of valuation of its field of fractions.

Examples: Let K be a commutative field of characteristic 0. The ring of formal series K[[t]] is a valuation
ring. On other hand the ring K[[t1, t2]] of two (or more) indeterminates is not a valuation ring.

12.1.2 Versal deformations of Fialowski [31]

Let g be a K-Lie algebra and A an unitary commutative local K-algebra. The tensor product g ⊗ A is
naturally endowed with a Lie algebra structure:

[X ⊗ a, Y ⊗ b] = [X,Y ]⊗ ab.

If ε : A −→ K, is an unitary augmentation with kernel the maximal ideal m, a deformation λ of g with base
A is a Lie algebra structure on g⊗A with bracket [ , ]λ such that

id⊗ ε : g⊗A −→ g⊗K

is a Lie algebra homomorphism. In this case the bracket [ , ]λ satisfies

[X ⊗ 1, Y ⊗ 1]λ = [X,Y ]⊗ 1 +
∑

Zi ⊗ ai,

185



186 CHAPTER 12. DEFORMATIONS WITH COEFFICIENTS IN A VALUATION RING

where ai ∈ A and X,Y, Zi ∈ g. Such a deformation is called infinitesimal if the maximal ideal m satisfies m2 =
0. An interesting example is described in [F]. If we consider the commutative algebra A = K ⊕ (H2(g, g))∗

(where ∗ denotes the dual as vector space) such that dim(H2) ≤ ∞, the deformation with base A is an
infinitesimal deformation (which plays the role of an universal deformation).

12.1.3 Valued deformations of Lie algebra

Let g be a K-Lie algebra and A a commutative K-algebra of valuation. Then g⊗ A is a K-Lie algebra. We
can consider this Lie algebra as an A-Lie algebra. We denote this last by gA. If dimK(g) is finite then

dimA(gA) = dimK(g).

Since the valued ring A is also a K-algebra, we have a natural embedding of the K-vector space g into the
free A-module gA. Without loss of generality we can consider that this embedding is the identity map.

Definition 118 Let g be a K-Lie algebra and A a commutative K-algebra of valuation such that the residual
field A

m is isomorphic to K (or to a subfield of K). A valued deformation of g with base A is a A-Lie algebra
g′A such that the underlying A-module of g′A is gA and that

[X,Y ]g′A − [X,Y ]gA

is in the m-quasi-module g⊗m where m is the maximal ideal of A.

The classical notion of deformation studied by Gerstenhaber ([41]) is a valued deformation. In this case A =
K[[t]] and the residual field of A is isomorphic to K. Likewise a versal deformation is a valued deformation.
The algebra A is in this case the finite dimensional K-vector space K ⊕ (H2(g, g))∗ where H2 denotes the
second Chevalley cohomology group of g. The algebra law is given by

(α1, h1) · (α2, h2) = (α1 · α2, α1 · h2 + α2 · h1).

It is a local field with maximal ideal {0} ⊕ (H2)∗. It is also a valuation field because we can endow this
algebra with a field structure, the inverse of (α, h) being ((α)−1,−(α)−2h).

12.2 Decomposition of valued deformations

In this section we show that every valued deformation can be decomposed in a finite sum (and not as a
series) with pairwise comparable infinitesimal coefficients (that is, in m). The interest of this decomposition
is to avoid the classical problems of convergence.

12.2.1 Decomposition in m×m

Let A be a valuation ring satisfying the conditions of Definition 118. Let us denote by FA the field of
fractions of A and m2 the cartesian product m×m . Let (a1, a2) ∈ m2 with ai 6= 0 for i = 1, 2.

i) Suppose that a1 · a−1
2 ∈ A and a2 · a−1

1 ∈ A. Consider α = π(a1 · a−1
2 ) where π is the canonical projection

on A
m . Clearly, there exists a global section s : K→ A which permits to identify α with s(α) in A. Then

a1 · a−1
2 = α+ a3,

with a3 ∈ m. Then if a3 6= 0,

(a1, a2) = (a2(α+ a3), a2) = a2(α, 1) + a2a3(0, 1).

If α 6= 0 we can also write
(a1, a2) = aV1 + abV2,
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with a, b ∈ m and V1, V2 linearly independent in K2. If α = 0 then a1 · a−1
2 ∈ m and a1 = a2a3. We have

(a1, a2) = (a2a3, a2) = ab(1, 0) + a(0, 1).

So in this case, V1 = (0, 1) and V2 = (1, 0). If a3 = 0 then

a1a
−1
2 = α

and
(a1, a2) = a2(α, 1) = aV1.

This correspond to the previous decomposition but with b = 0.

ii) If a1 · a−1
2 ∈ FA −A, then a2 · a−1

1 ∈ m. We put in this case a2 · a−1
1 = a3 and we have

(a1, a2) = (a1, a1 · a3) = a1(1, a3) = a1(1, 0) + a1a3(0, 1)

with a3 ∈ m. Then, in this case the point (a1, a2) admits the following decomposition :

(a1, a2) = aV1 + abV2

with a, b ∈ m and V1, V2 linearly independent in K2. Note that this case corresponds to the previous one but
with α 6= 0.

iii) If a1 · a−1
2 ∈ A and a2 · a−1

1 /∈ A then as a2 · a−1
1 ∈ FA −A, a1a

−1
2 ∈ m and we find again the case i) with

α = 0. Then we have proved

Proposition 90 For every point (a1, a2) ∈ m2, there exist linearly independent vectors V1 and V2 in the
K-vector space K2 such that

(a1, a2) = aV1 + abV2,

for some a, b ∈ m.

Such decomposition est called of length 2 if b 6= 0. If not it is called of length 1.

12.2.2 Decomposition in mk

Suppose that A is valuation ring satisfying the hypothesis of Definition 118. Arguing as before, we can
conclude

Theorem 119 For every (a1, a2, · · · , ak) ∈ mk there exist h (h ≤ k) independent vectors V1, V2, · · · , Vh
whose components are in K and elements b1, b2, · · · , bh ∈ m such that

(a1, a2, · · · , ak) = b1V1 + b1b2V2 + · · ·+ b1b2 · · · bhVh.

The parameter h which appears in this theorem is called the length of the decomposition. This parame-
ter can be different from k. It corresponds to the dimension of the smallest K-vector space V such that
(a1, a2, · · · , ak) ∈ V ⊗m.

If the coordinates ai of the vector (a1, a2, · · · , ak) are in A and not necessarily in its maximal ideal, then
writing ai = αi + a′i with αi ∈ K and a′i ∈ m, we decompose

(a1, a2, · · · , ak) = (α1, α2, · · · , αk) + (a′1, a
′
2, · · · , a′k)

and we can apply Theorem 119 to the vector (a′1, a
′
2, · · · , a′k).
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12.2.3 Uniqueness of the decomposition

Let us begin by a technical lemma.

Lemma 22 Let V and W be two vectors with components in the valuation ring A. There exist V0 and W0

with components in K such that V = V0 + V ′0 and W = W0 +W ′0 and the components of V ′0 and W ′0 are in
the maximal ideal m. Moreover if the vectors V0 and W0 are linearly independent then V and W are also
independent.

Proof. The decomposition of the two vectors V and W is evident. It remains to prove that the independence
of the vectors V0 and W0 implies those of V and W . Let V,W be two vectors with components in A such
that π(V ) = V0 and π(W ) = W0 are independent. Let us suppose that

xV + yW = 0

with x, y ∈ A. One of the coefficients xy−1 or yx−1 is not in m. Let us suppose that xy−1 /∈ m. If xy−1 /∈ A
then x−1y ∈ m. Then xV + yW = 0 is equivalent to V + x−1yW = 0. This implies that π(V ) = 0 and this
is impossible. Then xy−1 ∈ A − m. Thus if there exists a linear relation between V and W , there exists
a linear relation with coefficients in A − m. We can suppose that xV + yW = 0 with x, y ∈ A − m. Since
V = V0 + V ′0 , W = W0 +W ′0 we have

π(xV + yW ) = π(x)V0 + π(y)W0 = 0.

Thus π(x) = π(y) = 0. This is impossible and the vectors V and W are independent as soon as V0 and W0

are independent vectors. �

Let (a1, a2, · · · , ak) = b1V1 + b1b2V2 + · · · + b1b2 · · · bhVh and (a1, a2, · · · , ak) = c1W1 + c1c2W2 + · · · +
c1c2 · · · csWs be two decompositions of the vector (a1, a2, · · · , ak). Let us compare the coefficients b1 and c1.
By hypothesis b1c−1

1 is in A or the inverse is in m. Then we can suppose that b1c−1
1 ∈ A. Since the residual

field is a subfield of K, there exists α ∈ A
m and c1 ∈ m such that

b1c
−1
1 = α+ b11

thus b1 = αc1 + b11c1. Replacing this term in the decompositions we obtain

(αc1 + b11c1)V1 + (αc1 + b11c1)b2V2 + · · ·+ (αc1 + b11c1)b2 · · · bhVh
= c1W1 + c1c2W2 + · · ·+ c1c2 · · · csWs.

Simplifying by c1, this expression is written

αV1 +m1 = W1 +m2

where m1,m2 are vectors with coefficients ∈ m. From Lemma 1, if V1 and W1 are linearly independent, as its
coefficients are in the residual field, the vectors αV1 +m1 and W1 +m2 would be also linearly independent
(α 6= 0). Thus W1 = αV1. One deduces

b1V1 + b1b2V2 + · · ·+ b1b2 · · · bhVh = c1(αV1) + c1b11V1 + c1b12V2 + · · ·+ c1b12b3 · · · bhVh,

with b12 = b2(α+ b11). Then

b11V1 + b11b12V2 + · · ·+ b11b12b3 · · · bhVh = c2W2 + · · ·+ c2 · · · csWs.

Continuing this process by induction we deduce the following result

Theorem 120 Let be b1V1 + b1b2V2 + · · · + b1b2 · · · bhVh and c1W1 + c1c2W2 + · · · + c1c2 · · · csWs two de-
compositions of the vector (a1, a2, · · · , ak). Then
i. h = s,
ii. The flag generated by the ordered free family (V1, V2, · · · , Vh) is equal to the flag generated by the ordered
free family (W1,W2, · · · ,Wh), that is, ∀i ∈ 1, · · · , h

{V1, · · · , Vi} = {W1, · · · ,Wi}

where {Uj} is the linear space generated by the vectors Uj.
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12.2.4 Geometrical interpretation of this decomposition

Let A be an R algebra of valuation. Consider a differential curve γ in R3. We can embed γ in a differential
curve

Γ : R⊗A→ R3 ⊗A.
Let t = t0 ⊗ 1 + 1 ⊗ ε an parameter infinitely close to t0, that is, ε ∈ m. If M corresponds to the point of
Γ of parameter t and M0 those of t0, then the coordinates of the point M −M0 in the affine space R3 ⊗ A
are in R⊗m. In the flag associated to the decomposition of M −M0 we can consider a direct orthonormal
frame (V1, V2, V3). It is the Serret-Frenet frame to γ at the point M0.

12.3 Decomposition of a valued deformation of a Lie algebra

12.3.1 Valued deformation of Lie algebras

Let g′A be a valued deformation with base A of the K-Lie algebra g. By definition, for every X and Y in g
we have [X,Y ]g′A − [X,Y ]gA ∈ g⊗m. Suppose that g is finite dimensional and let {X1, · · · , Xn} be a basis
of g. In this case

[Xi, Xj ]g′A − [Xi, Xj ]gA =
∑
k

CkijXk,

with Ckij ∈ m. Using the decomposition of the vector of mn2(n−1)/2 with for components Ckij , we deduce
that

[Xi, Xj ]g′A − [Xi, Xj ]gA = aij(1)φ1(Xi, Xj) + aij(1)aij(2)φ2(Xi, Xj)
+ · · ·+ aij(1)aij(2) · · · aij(l)φl(Xi, Xj),

where aij(s) ∈ m and φ1, · · · , φl are linearly independent. The index l depends on i and j. Let k be the
supremum of indices l when 1 ≤ i, j ≤ n. Then we have

[X,Y ]g′A − [X,Y ]gA = ε1(X,Y )φ1(X,Y ) + ε1(X,Y )ε2(X,Y )φ2(X,Y )
+ · · ·+ ε1(X,Y )ε2(X,Y ) · · · εk(X,Y )φk(X,Y )

where the bilinear maps εi have values in m and linear maps φi : g⊗ g→ g are linearly independent.
If g is infinite dimensional with a countable basis {Xn}n∈N then the K-vector space of linear map T 1

2 =
{φ : g⊗ g→ g} also admits a countable basis.

Theorem 121 If µg′A
(resp. µgA

) is the law of the Lie algebra g′A (resp. gA) then

µg′A
− µgA

=
∑
i∈I

ε1ε2 · · · εiφi

where I is a finite set of indices, εi : g ⊗ g → m are linear maps and φi’s are linearly independent maps in
T 1

2 .

12.3.2 Equations of valued deformations

We will prove that the classical equations of deformation given by Gerstenhaber are still valid in the general
framework of valued deformations. Nevertheless we can prove that the infinite system described by Gersten-
haber and which gives the conditions to obtain a deformation, can be reduced to a system of finite rank.
Let

µg′A
− µgA

=
∑
i∈I

ε1ε2 · · · εiφi

be a valued deformation of µ (the bracket of g). Then µg′A
satisfies the Jacobi equations. Following Ger-

stenhaber we consider the Chevalley-Eilenberg graded differential complex C(g, g) and the product ◦ defined
by

(gq ◦ fp)(X1, · · · , Xp+q) =
∑

(−1)ε(σ)gq(fp(Xσ(1), · · · , Xσ(p)), Xσ(p+1), · · · , Xσ(q))
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where σ is a permutation of 1, · · · , p+ q such that σ(1) < · · · < σ(p) and σ(p + 1) < · · · < σ(p + q) (it is
a (p, q)-shuffle); gq ∈ Cq(g, g) and fp ∈ Cp(g, g). As µg′A

satisfies the Jacobi identities, µg′A
◦ µg′A

= 0. This
gives

(µgA +
∑
i∈I

ε1ε2 · · · εiφi) ◦ (µgA +
∑
i∈I

ε1ε2 · · · εiφi) = 0.

Since µgA ◦ µgA = 0, this equation becomes :

ε1(µgA ◦ φ1 + φ1 ◦ µgA) + ε1U = 0

where U is in C3(g, g)⊗m. If we simplify by ε1 which is supposed to be non zero (if not the deformation is
trivial), we obtain

(µgA ◦ φ1 + φ1 ◦ µgA)(X,Y, Z) + U(X,Y, Z) = 0

for all X,Y, Z ∈ g. As U(X,Y, Z) is in the module g⊗m and the first part in g⊗A, each one of these vectors
is null. Then

(µgA ◦ φ1 + φ1 ◦ µgA)(X,Y, Z) = 0.

Proposition 91 For every valued deformation with base A of the K-Lie algebra g, the first term φ appear-
ing in the associated decomposition is a 2-cochain of the Chevalley-Eilenberg cohomology of g belonging to
Z2(g, g).

We thus rediscover the classical result of Gerstenhaber but in the broader context of valued deformations
and not only for the valued deformation of basis the ring of formal series.

In order to describe the properties of other terms of the Jacobi equations, we use the super-bracket
of Gerstenhaber which endows the space of Chevalley-Eilenberg cochains C(g, g) with a Lie superalgebra
structure. When φi ∈ C2(g, g), it is defines by

[φi, φj ] = φi ◦ φj + φj ◦ φi

and [φi, φj ] ∈ C3(g, g).

Lemma 23 Let us suppose that I = {1, · · · , k}. If

µg′A
= µgA +

∑
i∈I

ε1ε2 · · · εiφi

is a valued deformation of µ, then the 3-cochains [φi, φj ] and [µ, φi], 1 ≤ i, j ≤ k−1, generate a linear subspace
V of C3(g, g) of dimension less or equal to k(k − 1)/2. Moreover, the 3-cochains [φi, φj ], 1 ≤ i, j ≤ k − 1,
form a system of generators of this space.

Proof. Let V be the subspace of C3(g, g) generated by [φi, φj ] and [µ, φi]. If ω is a linear form on V of which
kernel contains the vectors [φi, φj ] for 1 ≤ i, j ≤ (k − 1), then the equation (1) gives

ε1ε2 · · · εkω([φ1, φk]) + ε1ε
2
2 · · · εkω([φ2, φk]) + · · ·+ ε1ε

2
2 · · · ε2

kω([φk, φk]) + ε2ω([µ, φ2])

+ε2ε3ω([µ, φ3]) · · ·+ ε2ε3 · · · εkω([µ, φk]) = 0.

Since the coefficients which appear in this equation are each one in one mp, we have necessarily

ω([φ1, φk]) = · · · = ω([φk, φk]) = ω([µ, φ2]) = · · · = ω([µ, φk]) = 0

and this for every linear form ω of which kernel contains V . This proves the lemma.
From this lemma and using the descending sequence

m ⊃ m(2) ⊃ · · · ⊃ m(p) · · ·

where m(p) is the ideal generated by the products a1a2 · · · ap, ai ∈ m of length p, we obtain :
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Proposition 92 If
µg′A

= µgA +
∑
i∈I

ε1ε2 · · · εiφi

is a valued deformation of µ, then we have the following linear system:

δφ2 = a2
11[φ1, φ1],

δφ3 = a3
12[φ1, φ2] + a3

22[φ1, φ1],
· · ·
δφk =

∑
1≤i≤j≤k−1 a

k
ij [φi, φj ],

[φ1, φk] =
∑

1≤i≤j≤k−1 b
1
ij [φi, φj ],

· · ·
[φk−1, φk] =

∑
1≤i≤j≤k−1 b

k−1
ij [φi, φj ],

where δφi = [µ, φi] is the coboundary operator of the Chevalley cohomology of the Lie algebra g.

Let us suppose that the dimension of V is the maximum k(k− 1)/2. In this case we have no other relations
between the generators of V and the previous linear system is complete, that is, the equation of deformations
does not give other relations than the relations of this system. The following result shows that, in this case,
such deformation is isomorphic, as Lie algebra laws,to a “polynomial” valued deformation.

Proposition 93 Let be µg′A
a valued deformation of µ such that

µg′A
= µgA +

∑
i=1,··· ,k

ε1ε2 · · · εiφi

and dimV = k(k − 1)/2. Then there exists an automorphism of Kn ⊗ m of the form f = Id ⊗ Pk(ε) with
Pk(X) ∈ Kk[X] satisfying Pk(0) = 1 and ε ∈ m such that the valued deformation µg′′A

defined by

µg′′A
(X,Y ) = h−1(µg′A

(h(X), h(Y )))

is of the form
µgA” = µgA +

∑
i=1,··· ,k

εiϕi,

where ϕi =
∑
j≤i φj .

Proof. Considering the Jacobi equation
[µg′A

, µg′A
] = 0

and writting that dimV = k(k − 1)/2, we deduce that there exist polynomials Pi(X) ∈ K[X] of degree i
such that

εi = aiεk
Pk−i(εk)
Pk−i+1(εk)

,

with ai ∈ K. Then we have

µg′A
= µgA +

∑
i=1,··· ,k

a1a2 · · · ai(εk)i
Pk−i(εk)
Pk(εk)

φi.

Thus
Pk(εk)µg′A

= Pk(εk)µgA +
∑

i=1,··· ,k

a1a2 · · · ai(εk)iPk−i(εk)φi.

If we write this expression according to the increasing powers we obtain the announced expression. �

Let us note that, for such a deformation we have
δϕ2 + [ϕ1, ϕ1] = 0,
δϕ3 + [ϕ1, ϕ2] = 0,
· · ·
δϕk +

∑
i+j=k[ϕi, ϕj ] = 0,∑

i+j=k+s[ϕi, ϕj ] = 0.
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12.3.3 Particular case: one-parameter deformations of Lie algebras

In this section the valuation ring A is K[[t]]. Its maximal ideal is tK[[t]] and the residual field is K. Let g
be a K- Lie algebra. Consider g⊗ A as an A-algebra and let be g′A a valued deformation of g. The bracket
[−,−]t of this Lie algebra satisfies

[X,Y ]t = [X,Y ] +
∑

tiφi(X,Y ).

Considered as a valued deformation with base K[[t]], this bracket can be written

[X,Y ]t = [X,Y ] +
i=k∑
i=1

c1(t) · · · ci(t)ψi(X,Y ),

where (ψ1, · · · , ψk) are linearly independent and ci(t) ∈ tC[[t]]. As φ1 = ψ1, this bilinear map belongs to
Z2(g, g) and we find again the classical result of Gerstenhaber. Let V be the K-vector space generated by
[φi, φj ] and [µ, φi], i, j = 1, · · · , k− 1, µ being the law multiplication of g. If dimV = k(k− 1)/2 we will say
that one-parameter deformation [−,−]t is of maximal rank.

Proposition 94 Let
[X,Y ]t = [X,Y ] +

∑
tiφi(X,Y )

be a one-parameter deformation of g. If its rank is maximal then this deformation is equivalent to a polyno-
mial deformation

[X,Y ]′t = [X,Y ] +
∑

i=1,··· ,k

tiϕi,

with ϕi =
∑
j=1,··· ,i aijψj .

Corollary 122 Every one-parameter deformation of maximal rank is equivalent to a local non valued de-
formation with base the local algebra K[t].

Recall that the algebra K[t] is not an algebra of valuation. But every local ring is dominated by a valuation
ring. Then this corollary can be interpreted as saying that every deformation in the local algebra C[t] of
polynomials with coefficients in C is equivalent to a “classical”-Gerstenhaber deformation with maximal
rank.

12.4 Deformations of the enveloping algebra of a rigid Lie algebra

12.4.1 Valued deformation of associative algebras

Let us recall that the category of K-associative algebras is a monoidal category.

Definition 123 Let a be a K-associative algebra and A an K-algebra of valuation of such that the residual
field A

m is isomorphic to K (or to a subfield K′ of K). A valued deformation of a with base A is an A-
associative algebra a′A such that the underlying A-module of a′A is aA and that

(X · Y )a′A
− (X · Y )aA

belongs to the m-quasi-module a⊗m where m is the maximal ideal of A.

The classical one-parameter deformation is a valued deformation. As in the Lie algebra case we can develop
the decomposition of a valued deformation. It is sufficient to change the Lie bracket by the associative
product and the Chevalley cohomology by the Hochschild cohomology.

The most important example concerning valued deformations of associative algebras is those of the asso-
ciative algebra of smooth fonctions of a manifold. But we will be interested here by associative algebras that
are the enveloping algebras of Lie algebras. More precisely, what can we say about the valued deformations
of the enveloping algebra of a rigid Lie algebra?
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12.4.2 Complex rigid Lie algebras

In this section we suppose that K = C. Let Ln be the algebraic variety of structure constants of n-dimensional
complex Lie algebra laws. The basis of Cn being fixed, we can identify a law with its structure constants.
Let us consider the action of the linear group Gl(n,C) on Ln :

µ′(X,Y ) = f−1µ(f(X), f(Y )).

We denote by O(µ) the orbit of µ.

Definition 124 The law µ ∈ Ln is called rigid if O(µ) is Zariski-open in Ln.

Let g be a n-dimensional complex Lie algebra with product µ and gA a valued deformation with base A. As
before FA is the field of fractions of A.

Definition 125 Let A be a valued C-algebra. We say that g is A-rigid if for every valued deformation g′A
of gA there exists a FA-linear isomorphism between g′A and gA.

Let µg′A
be a valued deformation of µgA

. If we write µg′A
− µgA

= φ, then φ(X,Y ) ∈ g ⊗ m for all
X,Y ∈ g⊗A. If µgA

is rigid, there exits f ∈ Gln(g⊗FA) such that

f−1(µg′A
(f(X), f(Y ))) = µgA

(X,Y ).

Thus
µgA

(f(X), f(Y ))− f(µgA
(X,Y )) = φ(f(X), f(Y )).

As gA is invariant by f , φ(f(X), f(Y )) ∈ g⊗m. So we can decompose f as f = f1 + f2 with f1 ∈ Aut(gA)
and f2 : gA → g⊗m. Let f ′ be f ′ = f ◦ f−1

1 . Then

f ′−1(µg′A
(f ′(X), f ′(Y ))) = µgA

(X,Y )

and f ′ = Id+ h with h : gA → g⊗m. Thus we have proved

Lemma 24 If µgA
is A-rigid for every valued deformation µg′A

there exits f ∈ Gln(g ⊗ FA) of the type
f = Id+ h with h : gA → g⊗m such that

f−1(µg′A
(f(X), f(Y ))) = µgA

(X,Y ),

for every X,Y ∈ gA.

Remark. If f = Id + h then f−1 = Id + k. Since gA is invariant by f , the linear map k satisfies
k : gA → g⊗m.

Theorem 126 If the residual field of the valued ring is isomorphic to C then the notions of A-rigidity and
of rigidity are equivalent.

Proof. Let us suppose that for every valued algebra with residual field C, the Lie algebra g is A-rigid. We
will consider the following special valued algebra: let C∗ be non standard extension of C in the Robinson
sense ([Ro]). If Cl is the subring of non-infinitely large elements of C∗ then the subring m of infinitesimals
is the maximal ideal of Cl and Cl is a valued ring. Let us consider A = Cl. In this case we have a natural
embedding of the variety of A-Lie algebras in the variety of C-Lie algebras. Up this embedding (called the
transfer principle in the Robinson theory), the set of A-deformations of gA is an infinitesimal neighborhood
of g contained in the orbit of g. Then g is rigid. �

Examples. If A = C[[t]] then K′ = C and we find again the classical approach to the rigidity. We have
another example, considering a non standard extension C∗ of C. In this context the notion of rigidity has
been developed in [A.G] (such a deformation is called perturbation). This work has allowed to classify
complex finite dimensional rigid Lie algebras up the dimension eight.
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12.4.3 Deformation of the enveloping algebra of a Lie algebra

Let g be a finite dimensional K-Lie algebra and U(g) its enveloping algebra. In this section we consider
a particular valued deformation of U(g) corresponding to the valued algebra K[[t]]. In [103], the following
result is proved:

Proposition 95 If g is not rigid then U(g) is not K[[t]]-rigid.

Recall that if the Hochschild cohomology H∗(U(g),U(g)) of U(g) satisfies

H2(U(g),U(g)) = 0,

then U(g) is K[[t]]-rigid. By the Cartan-Eilenberg theorem, we have that

Hn(U(g),U(g)) = Hn(g,U(g)).

Theorem 127 [103] Let g be a rigid Lie algebra. If H2(g,C) 6= 0, then U(g) is not K[[t]]-rigid.

From [18] and [5] every solvable complex Lie algebra decomposes as g = t ⊕ n where n is the niladical of g
and t a maximal exterior torus of derivations in the Malcev sense. Recall that the rank of g is the dimension
of t. A direct consequence of Petit’s theorem is that for every complex rigid Lie algebra of rank equal or
greater than 2 its envelopping algebra is not rigid.

Theorem 128 Let g be a complex finite dimensional rigid Lie algebra of rank 1. Then

dim H2(g,C) = 0

if and only if 0 is not a root of the nilradical n.

Proof. Suppose first that 0 is not a root of n, that is, for every X 6= 0 ∈ t, 0 is not an eigenvalue of
the semisimple operator adX. Let θ be in Z2(g,C). Let (X,Yi)i=1,··· ,n−1 a basis of n adapted to the
decomposition g = t⊕ n. In particular we have

[X,Yi] = λiYi,

with λi ∈ N∗ for all i = 1, · · · , n− 1 ([A.G]). As dθ = 0 we have for all i, j = 1, · · · , n− 1

dθ(X,Yi, Yj) = θ(X, [Yi, Yj ]) + θ(Yi, [Yj , X]) + θ(Yj , [X,Yi]) = 0,

for all 1 ≤ i, j ≤ k − 1, and this gives

(λi + λj)θ(Yi, Yj) = θ(X, [Yi, Yj ]). (∗)

If (λi + λj) is not a root, then [Yi, Yj ] = 0 and this implies that θ(Yi, Yj) = 0. If not, (λi + λj) = λk is a
root. Let us note Y 1

k , · · · , Y
nk
k the eigenvectors of the chosen basis corresponding to the root λk. We have

[Yi, Yj ] =
nk∑
s=1

asij(k)Y sk .

Let us consider the dual basis {ω0, ω1, · · · , ωn−1} of {X,Y1, · · · , Yn−1}. We have

dωsk = λkω0 ∧ ωsk +
∑
l,m

aslm(k)ωl ∧ ωm,

where the pairs (l,m) are such that λl + λm = λk. Then we deduce from (*)∑
asij(k)θ(X,Y sk )− λkθ(Yi, Yj) = 0.
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Let us fix λk. If we write

θ =
∑
l,m,λl+λm=λk

blm(k)ωl ∧ ωm +
∑
r,s,λr+λs 6=λk crs(k)ωr ∧ ωs

+
∑
k

∑nk
s=1 β

s
kω0 ∧ ωsk

then, for every pair (i, j) such that λi + λj = λk, (*) gives

−λkbij(k) +
nk∑
s=1

asij(k)βsk = 0

and

bij(k) =
nk∑
s=1

asij(k)
λk

βsk.

The expression of θ becomes

θ =
∑
k

∑nk
s=1 β

s
kω0 ∧ ωsk +

∑
i,j,λi+λj=λk

asij(k)

λk
βskωi ∧ ωj

+
∑
r,s,λr+λs 6=λk crs(k)ωr ∧ ωs.

Thus
θ =

∑
k( 1
λk

∑nk
s=1 β

s
k(λkω0 ∧ ωsk +

∑
i,j,λi+λj=λk

asij(k)ωi ∧ ωj)

+
∑
r,s,λr+λs 6=λk crs(k)ωr ∧ ωs

=
∑
s β

s
kdω

s
k +

∑
k′ 6=k

∑nk′
s=1 β

s
k′ω0 ∧ ωsk′

+
∑
r,s,λr+λs 6=λk crs(k)ωr ∧ ωs.

If we continue this method for all the non simple roots (i.e which admit a decomposition as sum of two roots,
we obtain the heralded result.
For the converse, if 0 is a root, then the cocycle

θ = ω0 ∧ ω′0
where ω′0 is related with the eigenvector associated to the root 0 is not integrable. �

Remark. It is easy to verify that every solvable rigid Lie algebra of rank greater or equal to 2 cannot have
0 as root. Likewise every solvable rigid Lie algebra of rank 1 and of dimension less than 8 has not 0 as root.
This confirm in small dimension the following conjecture [Ca]:
If g is a complex solvable finite dimensional rigid Lie algebra of rank 1, then 0 is not a root.

Consequences. If H2(g,C) 6= 0, there exits θ ∈ ∧2g∗ such that [θ]H2 6= 0. If rg(g) ≥ 2, then we can suppose
that θ ∈ ∧2t∗ and ω defines a non trivial deformation of U(g). If rg(g) = 1, then 0 is not a root of t. The
Hochschild Serre sequence gives:

H2
CE(g,U(g)) = (∧2t∗ ⊗ Z(U(g)))⊕ (t∗ ⊗H1

CE(n,U(g))t)⊕H2
CE(n,U(g))t

= t∗ ⊗H1
CE(n,U(g))t ⊕H2

CE(n,U(g))t.

But from the previous proof, if θ is a non trivial 2-cocycle of Z2
CE(g,C) then i(X)θ 6= 0 for every X ∈ t,

X 6= 0. The 1-form ω = i(X)θ is closed. Then θ corresponds to a cocycle belonging to t∗ ⊗ Z1
CE(n,U(g))t

and defines a deformation of U(g).

Theorem 129 Let g be a solvable complex rigid Lie algebra. If its rank is greater than or equal to 2 or if
the rank is 1 and 0 is a root, then the enveloping algebra U(g) is not rigid.

Remark. In [103], T.Petit describes some examples of deformations of the enveloping algebra of a rigid Lie
algebra g in small dimensions and satisfying H2

CE(g,C) = 0. For them, he shows that every deformation of
the linear Poisson structure on the dual g∗ of g induces a non trivial deformation of U(g). This reduces the
problem to find non trivial deformation of the linear Poisson structure.
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12.4.4 Poisson algebras

Recall that a Poisson algebra P is a (commutative) associative algebra endowed with a second algebra
multiplication satisfying the Jacobi’s identity and the Leibniz rule

[a, bc] = b[a, c] + [a, b]c,

for all a, b, c ∈ P. The tensor product P1 ⊗ P2 of two Poisson algebras is again a Poisson algebra with the
following associative and Lie products on P1 ⊗ P2 :{

(a1 ⊗ a2) · (b1 ⊗ b2) = (a1 · b1)⊗ (a2 · b2,
[(a1 ⊗ a2), (b1 ⊗ b2)] = ([a1, b1]⊗ a2 · b2) + (a1 · b1 ⊗ [a2, b2]),

for all a1, b1 ∈ P1, a2, b2 ∈ P2. We can easily verify that these multiplications satisfy the Leibniz rule.
Every commutative associative algebra has a natural Poisson structure, putting [a, b] = ab− ba = 0. Then

the tensor product of a Poisson algebra by a valued algebra is also a Poisson algebra. In this context we
have the notion of valued deformations. For example, if we take as valued algebra the algebra C[[t]], then
the Poisson structure of P ⊗ C[[t]] is given by{

(a1 ⊗ a2(t)) · (b1 ⊗ b2(t)) = (a1 · b1)⊗ (a2(t) · b2(t)),
[(a1 ⊗ a2(t)), (b1 ⊗ b2(t))] = [a1, b1]⊗ a2(t) · b2(t),

because C[[t]] is a commutative associative algebra.

Remark. Since we have a tensorial category it is natural to look if we can define a Brauer Group for
Poisson algebras. Since the associative product corresponds to the classical tensorial product of associative
algebras, we can consider only Poisson algebras which are finite dimensional simple central algebras. The
matrix algebras Mn(C) are Poisson algebras. Then, considering the classical equivalence relation for define
the Brauer Group, the class of matrix algebra constitutes an unit. Now the opposite algebra Aop also is a
Poisson algebra. In fact, the associative product is given by a·opb = ba and the Lie bracket by [a, b]op = ba−ab.
Thus considering {

[a, b ·op c]op = [a, cb]op = cba− acb,
b ·op [a, c]op + [a, b]op ·op c = cab− acb+ cba− cab = cba− acb,

we obtain a Poisson structure of Aop. The opposite algebra Aop is, modulo the equivalence relation, the
inverse of A.
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Manuscripta Math., 124, (2007), 489–505.

[38] Gardner B.J., Osborn J.M., Shestakov I., Varieties and tensor products. Nova J. Algebra Geom. 1
(1992), no. 4, 347-357.

[39] S. I. Gel’fand and Y. I. Manin. Methods of homological algebra. Second edition. Springer Monographs
in Mathematics. Springer-Verlag, Berlin, 2003.

[40] S.I. Gel’fand, Y.I. Manin, Methods of homological algebra. Second edition., Springer Monographs in
Mathematics, Springer-Verlag, Berlin, 2003.

[41] M. Gerstenhaber. The cohomology structure of an associative ring. Ann. of Math., 78(2):267–288, 1963.

[42] M. Gerstenhaber. On the deformation of rings and algebras. Ann. of Math. (2) 79, 59–103, 1964.



BIBLIOGRAPHY 199

[43] M. Gerstenhaber and A.A. Voronov. Homotopy G-algebras and moduli space operad. Internat. Math.
Res. Notices, 3:141–153, 1995.

[44] E. Getzler and J.D.S. Jones. Operads, homotopy algebra, and iterated integrals for double loop spaces.
Preprint hep-th/9403055, March 1994.

[45] E. Getzler and M.M. Kapranov. Cyclic operads and cyclic homology. In S.-T. Yau, editor, Geometry,
Topology and Physics for Raoul Bott, volume 4 of Conf. Proc. Lect. Notes. Geom. Topol., pages 167–201.
International Press, 1995

[46] V. Ginzburg and M.M. Kapranov. Koszul duality for operads. Duke Math. J., 76(1):203–272, 1994.
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